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Abstract 

Accurate medical diagnosis requires a segmentation of a large number of medical images. Although the manual 

segmentation produces good results, it is a costly process (in the terms of money and time). On the other hand, the 

automatic segmentation is still challenging because of low image contrast and ill-defined boundaries. In this work, we 

propose a fully automated medical image segmentation framework. In this framework, the segmentation process is 

constrained by two prior models; a shape prior model and a texture prior model. The shape prior model is constructed 

from a set of manually segmented images using the principle component analysis (PCA) while the wavelet packet 

decomposition is utilized to extract the texture features. The fisher linear discriminate algorithm is employed to build 

the texture prior model from the set of texture features and to perform a preliminary segmentation. Furthermore, the 

particle swarm optimization algorithm (PSO) is used to refine the preliminary segmentation according to the shape 

prior model. In this work, we tested the proposed technique for the segmentation of the liver from abdominal CT 

scans and the obtained results show the efficiency of the proposed technique to accurately delineate the desired 

objects.    
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1. INTRODUCTION 

However the medical image segmentation and the analysis of anatomical structure are very essential in 

medical diagnosis, it is very difficult and it requires a considerable amount of experience and knowledge. 

In the manual segmentation, the radiologist or the physician uses his/her experience to perform the 

segmentation, but when the amount of available data increased, the manual segmentation becomes a tough 

process and it is becoming essential to perform it automatically. 

Many researchers attempt to automate the medical image segmentation process and several methods have 

been developed for this purpose [1], [2]. The traditional methods utilize the intensity changes in order to 

extract the edges and the local features of the desired objects [3] or they starts with a seed point inside the 

region of interest and then grows the region by using the similarity measures [4], [5]. Despite these 
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methods are helpful in some situations, they do not work well for medical applications because of noise, 

clutter, occlusion and the similarity between objects intensity.  

more advanced and a state of the art methods model the segmentation problem as an optimization of 

energy function [6]. In these methods, a closed curve deforms until the balance is reached between the 

internal and the external energy. This curve is represented as a set of control points [7] or it is embedded as 

a zero level in a level set function [8].  Although these methods are more accurate than the traditional 

methods, the reliance on image information only usually leads to inadequate results. The addition of prior 

information to segmentation process has shown to improve the segmentation results and recently there has 

been an increased interest in the methods relying on prior information.         

In this work, we propose an automated medical image segmentation framework incorporating both shape 

and texture prior. In this framework the desired texture is efficiently modeled using the wavelet packet 

decomposition. In addition, a prior shape model is constructed by the statistical analysis of a set of 

training shapes describing the variation in object shape. The particle swarm optimization algorithm (PSO) 

is used to accurately segment the image by adapting the prior shape model according to image features. 

After this introduction, In Section2, we will describe in details the proposed segmentation technique. The 

experimental results will be presented in Section3 and the paper will be concluded in Section4. 

 

2. THE PROPOSED FRAMEWORK 

The proposed segmentation framework consists of two stages; offline training and online segmentation as 

shown in Figure. 2. In the training stage we apply the level set method [9] on a set of manually segmented 

images to represent the desired objects and then the prior shape model is derived using the principle 

component analysis. Additionally, in this stage we extract the wavelet-based textural features and employ 

the linear fisher discriminate algorithm [10] to build the textural prior model. In the segmentation stage, 

the PSO algorithm with inertia weight [11], [12] is utilized to segment the desired object from new CT 

scans according to its features and the previously constructed models. 

2.1 The training stage 

2.1.1 Prior shape model formulation. 

Motivated by the pioneering work of Andy Tasi [13] et al., we derive the prior shape model from a set of n 

training images according to the following algorithm. 

1. Derive the level set functions that describe the desired object from the n training images and 

denote it as           

2. Compute the mean level set function   from the set of level set functions  as 

      



  

3. Derive the shape variability functions       as 

        
4. Construct a column vectors        consisting of N samples of each,      

is the image size, by stacking the columns of. 

5. Define the shape variability matrix  as     . 
6. Employ the eigenvalue decomposition to the shape variability matrix   to compute the 

variance in shape as 



     
, where  is   matrix whose columns represent the n orthogonal modes of variation in 

shapes and         is an     diagonal matrix whose diagonals elements 

represent the corresponding eigenvalues. 

7. Arrange back the N elements of each column of  to yield a maximum of n eigenshapes or 

principle modes         

Sample training images and its level set representation are shown in Figure.2. The mean shape and the first 

three eigenshapes are illustrated in Figure.3.      

2.1.2 Prior Texture Model Extraction 

We utilize the over-complete wavelet packet transform [14] to extract the high-level feature vectors for 

each pixel in the training images. The over-complete wavelet packet transform doesn’t perform the 

down-sampling as in standard wavelet packet transform, so it ensures the translation invariance property 

which is indispensable for textural analysis. In addition, it provides robust texture features at the expense 

of redundancy [15]. In this work, we extract the wavelet packet feature set by employing the following 

algorithm. 

1. Apply a two-level over-complete wavelet packet decomposition on the input image. 

2. At level-1, select the four sub-bands as feature sub-images. 

3. At level-2, in each sub-channel, select the sub-band with the maximum variance to be a 

feature sub-image. 

Fig. 1 The Proposed Technique; (a) the offline training stage, and (b) the online segmentation stage. 
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Fig. 2 sample training images, the manual segmentation on the top and its corresponding level set 
representation on the bottom.  

 

 

Fig. 3 shape model; (a) the mean shape (), (b)   , (c)   , (d)   , and 

   
 

4. Calculate the local energy around each pixel of the feature sub-images as 

              







 

, where       is the wavelet coefficient of a feature sub-image in the  
     window centered at pixel . 

5. Construct the feature vectors of each pixel in the image from the energy of the 

corresponding feature sub-images. 

After the construction of the high level feature vectors, we assign a label for each pixel to indicate whether 

this pixel is a desired object pixel or not and finally, we use the linear fisher discriminate algorithm [10] to 

build the textural prior model.   

 

2.2 The segmentation stage 

The first step in the segmentation stage is to extract the wavelet packet based feature set of the new image 

and then classify each pixel in this image as a desired object pixel (true) or undesired object pixel (false) 

according to the prior textural model. This classification processes is carried out by using the linear fisher 



discriminate algorithm. Finally, this stage is completed by applying the PSO algorithm to get the level set 

function that truly segments the image as we will clarify in the next sections. 

2.2.1 The Model Description 

Each particle in the PSO population consists of the set of parameters that control the shape of the 

segmenting curve. As Tasi et al. did in [9], we use the mean shape and the shape variability derived from 

the training stage to define the level set function that implicitly represents the segmenting curve as in the 

following equation. 

      



  

Where, k is the number of principle eigenshapes,        are the weights for these eigenshapes 

and these weights are ranged from (where  are the eigenvalues corresponding to these  

eigenshape). In addition, we consider the pose parameters; a, b for translation, h for scaling, and for the 

rotation angle, which incorporated in this framework using an affine transform. Therefore each 

particlein the PSO population is represented as              and it represents a 

segmenting curve. This segmenting curve can be expressed as the zero level of the level set function 

      



  

where,   is the new coordinate system obtained using the affine transformation.  

The fitness of each particle in this work represents how the corresponding curve segments the image. So in 

the proposed technique, we tend to maximize the fitness function proposed in [16]. This fitness function is 

formulated as:  

       
Where, A is the fraction of pixels inside the segmenting curve that are labeled “true” and B is the fraction 

of the pixels outside the segmenting curve that are labeled “true”. The maximization of this fitness 

function means that more desired pixels are gathered inside the segmenting curve. 

 

2.2.2 The PSO algorithm configuration 

In this work, we are employing the PSO algorithm with inertia weight described in [11], [12]. The PSO 

algorithm includes an inertia term and acceleration constants which give us more control on the 

segmenting curve. The PSO algorithm configuration is shown in Table1 and the curve parameters 

configuration is practically selected and it can be adjusted according to the desired object. Our parameter 

configuration is provided in Table2. 

 

2.2.3 The PSO algorithm implementation 

After we configure the PSO algorithm and adjust the curve parameters according to the desired object, we 

carry out the segmentation process according to the following sequence: 

1. Select the curve parameters randomly from the range specified in Table2 and create the 

corresponding level set functions. 

2. Segment the image by using the curves derived from the generated level set functions. 

3. Measure the fitness of each curve by computing the fitness function described in Section 2.2.1 

and determine the best curve. 

4. Update the curves parameters according to the PSO algorithm equations. 



Table 1 PSO Algorithm configuration  Table 2 Curve Parameters Configuration 

Swarm Size 

(the number of segmenting curves) 
 Parameter 

Name
Parameter 

Range
Maximum 

Velocity
The Maximum Number of Epochs             

Local Best Influence      
Global Best Influence     
Initial Inertia Weight     
Final Inertia Weight     

Epoch When Inertial Weight at Final Value     
 

5. Create the level set functions from the new parameters and repeat Step-2. 

6. Repeat Step-3. 

7. If the best curve is not changed for more than 10 epochs, produce the segmentation results; else 

go to Step-4. 

3. EXPERIMENTAL RESULTS 

We only illustrate the experiments of the liver segmentation from CT scans, but this technique can be 

adapted and implemented for the other organs. Here we employed and tested the proposed technique on a 

set of abdominal CT scans for five patients to segment the liver in these scans. Each CT scan consists of 

about 300 slices stacked together and the liver appears in about 30-50 slice. In this experiment, 34 slices 

of one patient in the dataset were manually segmented. The resulting level sets of manually segmented 

images were used to build the shape prior and textural prior models as described in Section2 and we 

practically select 10 principle modes to represent the shape variations (  . 

After we had built the shape and textural priors, we employed the proposed PSO segmentation technique 

on a set of slices of the patient used in the training stage and a set of slices for other patients. The resulting 

images shown in Figure.4 and Figure.5 illustrate the effectiveness of the proposed technique in liver 

segmentation from the CT scans.  

Furthermore, we did another two experiments to segment the liver in the same set of slices and compare 

the results to show the effectiveness of the proposed technique. In the first experiment, we employ the 

active contour without edges method [17] with a manual initialization inside the liver and in the second 

experiment; we did the segmentation by using the wavelet packet decomposition feature set and the fisher 

linear discriminate algorithm. The goodness of fitness,, of the segmentation results of all methods are 

computed and illustrated in Table.3. 

To calculate the goodness of fitness, we generate two binary masks to represent the manual and the 

computerized segmentation results. These masks have a value of 1 inside the object and a value of 0 

outside. Then the goodness of fitness is calculated according to the following equation.  

    
   



 

Fig. 4 proposed technique results on slices of the same patient used in the training stage, the manual 
segmentation on the upper row and the results on the bottom row.  

 

Fig. 5 proposed technique results on slices of patients other than the one used in the training stage, 
the manual segmentation on the upper row and the results on the bottom row. 

 

Table 3 Goodness of fitness of the final segmentation results obtained using the different 

techniques. 

The segmentation technique of the training slices of the test slices 

The proposed technique    
Active contour without edges  
Wavelet packet decomposition  



where, represents the area of manually segmented object and represents the area of automatically 

segmented object . A score of 1 represents a perfect match with the manual segmentation. As illustrated in 

Table3, we note that the proposed PSO segmentation technique gives the best segmentation results. In 

addition, the proposed technique did not produce any overlap with the other objects as in the other 

methods. 

4. CONCLUSION AND FUTURE WORK 

In this work, the high level features extracted using the over-complete wavelet decomposition allows the 

technique to accurately discriminate the desired tissue. Also, the incorporation of prior shape model in the 

form of mean shape and shape variability as described in Section2 increases the ability to capture the 

desired object variations without overlapping with the other objects. 

Furthermore, the utilization of the particle swarm optimization algorithm to evolve a region based level set 

function eliminates the need for deriving gradient of energy or solving complicated differential equations 

and it doesn’t need level set re-initialization. Moreover, the PSO algorithm can efficiently explore the 

search space to converge to the desired object and its parameters can be easily adapted for any object. So 

the proposed PSO segmentation technique is very suitable for the segmentation of abdominal CT scans 

and it shows promised results. 

In the future, we intend to enhance this PSO segmentation technique by employing the parallel PSO 

algorithm and extending the technique to the 3D cases .  
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