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Abstract.

In this research, we develop a practical lightingproduction technique to reproduce the
appearance of a face under an arbitrary lightingdition in a facial live video with rigid facial
motion. The reproduced facial image has texturaiiand novel shading by combining image-based
components and model-based components. Our teohrsqoractical because it only requires using
polarizing filters with the conventional green senematting technique.
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l. INTRODUCTION

Lighting reproduction is a very important techniqused in various areas. For example, in
the film industry, lighting reproduction techniquésve been used to reproduce an actor’s
appearance in various lighting conditions. Debewcal® presented a technique for
reproducing a static facial image under varyinchtigg conditions. Wenger et alpresented
a lighting reproduction technique for actors in @formance. The lighting reproduction can
be used as a live simulator of a person applyingneetics in a store by reproducing the facial
appearance under a particular lighting conditidrnvé can apply the lighting reproduction for
cosmetic simulators, we can simulate the appeararicthe face of the person wearing
cosmetics in various lighting conditions. Howevéhngese lighting reproduction techniques
require a large apparatus, such as a once-subdivabsahedron of more than 1.5 meters in
diametet? A large apparatus is inappropriate for the cosmetimulator because the
simulator is usually used in a small space, suchtasstore counter.

In this paper, we develop a real-time lighting reguction technique with a small
apparatus. The apparatus requires only adding polgrfilters to the conventional chroma-
key technigue. Our technique reproduces the appearaf a face in a facial live video with
rigid facial motion in real time under an arbitragnvironmental lighting condition. We use
both image-based components (captured live videagen and model-based components (3D
shape, surface normals and the bidirectional ré&dleoe distribution function (BRDF))
instead of a large apparatus. By combining the ieabgsed components and model-based
components, we can reproduce the facial appearegalestically in the live video stream.
The reproduced facial image has the detail textinoen the image-based components and the
shading of the novel lighting from the model-baseinponents.

In the next section, we briefly review related warkthe area of facial relighting and real-
time processing. In Section Ill, we propose a comagional lighting reproduction system for
facial live video. The geometry of this system, themputational shading and surface
reflection, the environmental mapping techniquesl ahe face-tracking technique are
described in detail. In Section IV, we show our im&d to capture the background scene and

the sphere map of the video stream, and how weioltge light sources existing in the
background scene. In Section V, we show the resaflsur system, and theffectiveness of

our system is demonstrated. Finally, in the lastie®, we conclude this paper.



Il. RELATED WORK

Previous related work exists in two categoriesidhcelighting and real-time processing
systems. Numerous approaches have been proposekefs categories, but an exhaustive
survey is beyond the scope of this paper. We byiedlview some representative studies that
provide the necessary background for our contriuti

In facial relighting, the parametric approach (mbdased approach) is based on capturing
the geometry of the human face and calculating BRRDF at each point on the geometry.
Guenter et af. used six camera views and reconstructed the gegnietsed on the dot
correspondence on the face, and created texturs fioagvery frame of animation. Pighin et
al.* re-synthesized facial animation through 3D moda$dd tracking and performed facial
relighting. Marschner et dlused a range scanner to capture the geometrycapaired the

spatially varying albedo texture by using polargifiters in front of the camera and lights to
avoid surface reflection. We used a similar teclugido capture only the ffuse reflectance

video. In the work of Marschner and Greentferg uniform BRDF of surface reflection was
assigned on each vertex of the geometry. Recewtipturing the appearance with high
resolutiod and high accurayhas been achieved for realistic facial synthekiaro et al’

proposed a fine-scale human skin structure by sgiting the normal map of skin using a
texture synthesizing technique to reproduce thaitletxture. However, this kind of detail

geometry is very difficult to handle in video pra&sng. The detail texture isffectively

expressed by a ratio image. Marschner and Greefilgeaposed using the ratio image for
relighting. The ratio image is calculated as theadetween the reference images with and
without detail, and it is applied to another imagéhout detail to add the detail texture. Liu
et al!® proposed using the ratio image for expression Isgsis. Paris et af: used the ratio
image to reproduce the detail texture of skin. mstpaper, we use a similar technique to
replace the low spatial frequency component of ¢herent shading image with that of the
target shading image by keeping the detail textoireshading. It should be noted that our
processes are only applied to the shading companethis paper. This is important to keep
the reality of the skin appearance in image-basedgssing.

A nonparametric approach (image-based approach¥sentially based on many images
taken under various directional lights. Realistioan faces can be obtained by this approach

without geometry. Debevec et aproposed a lighting system for various directiotights



(Light Stage) and saved the images as relightabldsge models. Hawkins et &.extended
the technique for variations in lighting for faciaixpressions. Wenger et @aklchieved a
relightable 3D face video by using very high spemoneras to capture many images under
various directional lights in 1/30 second. Einarsst al*® extended this to record human
locomotion. Borshukov and Lewlscombined an image-based model, an analytic surface
BRDF, and an image-space approximation for subsertcattering to create highly realistic
face models for the movie industry. Peers efatansferred reproduced facial appearances to
another subject. These techniques are used iniltnarfdustry for post-production to create
realistic compositions between the human face amdrenmental illuminants. However,
these techniques cannot be used for live video. éveb et al® achieved live-action

composition between an on-site human and a strekenaronmental maps with a special
lighting apparatus (Light Stage 3). This techniquié be used éfectively in the film industry
to enable an actor to perform in a previously captuenvironment while checking the
reproduction in real time. However, a special agpas is required to light the face directly.
In this paper, we instead use a computational irghaipproach.

In the real-time processing system for a live videtoeam, numerous approaches and
applications have been proposed (for example, seenC5ource Computer Vision Library
(OpenCYV library) by the Intel corporatidf). We focus here on reviewing some recent work.
As described above, Debevec et%achieved live-action composition between a human o
site and a stream of environmental maps. Matusié Bfistef® built a scalable system for

real-time acquisition, transmission, and displaybf scenes. With the recent development of

programmable graphics hardware, it is becoming nebfective for real-time processing to
process a video stream on graphics hardware. Tsaetal'® built the system and process to
control the skin melanin texture for a facial livedream as an e-cosmetic function. They
processed the pyramid decomposition and compositigrogrammable graphics hardware.
In this paper, we also use graphics hardware teelecate the process of analysis for the

facial live stream.

Ill. COMPUTATIONAL LIGHTING REPRODUCTION SYSTEM

In this section, we describe the computational figh reproduction system for the facial
live video and how we reproduce the appearancehefface in live video under arbitrary

lighting conditions. Figure 1 shows the flow of th@ocess of computational lighting



reproduction. It is performed by combining imagesbd components and model-based
components. Image-based components are the orifioal shading and color components
of the facial live video stream. Model-based comgots are the shading and surface
reflection calculated with the pre-measured physgarameters of the face. The face is
captured with the video camera, and the camera kgt sources are equipped with
polarizing filters. Polarizing filters are used temove the surface reflection. The obtained
live video stream expresses the facial image ofdhéuse reflection. This input facial live
video is separated into melanin, hemoglobin anddsiga components by the technique of
Tsumura et af°. The image-based shading component is combinel thi¢ model-based
shading component. For position matching betweea itmage-based and model-based
components, we track the rigid facial movement astimate the facial rotation angle and
translation distané& The computational lighting reproduction is perfeed by combining

the melanin and hemoglobin, combined shading, andefibased surface reflection.

A. Geometry of the system

The computational lighting reproduction system ®wn in Fig. 2. The subject sits in a
chair in front of the green screen used for matti@me video camera views the face from a
distance of approximately one meter, and the cagtuacial live video stream is used as
input images. This system has three light sourcesliuminating the face. For removing the
surface reflection, polarizing filters are attachedront of the light sources and the camera.
This system can render the shading and surfaceatsin components from the face model

and composite them into thefélise reflection image of the face. This layout isyéo carry

and set up. It is thought that this system is picattcompared to previous systetfig?3

B. Pre-measurement

For our facial lighting reproduction, we need totaim the 3D shape, facial normal and
BRDF of the subject by the pre-measurement. EsfigcBRDF measurement needs a large
or special measurement apparatus, such as thosdrupeevious techniqués. In this paper,
we use the measurement method of combining 3D jowsitand normaf$ for obtaining the
3D shape and normals, and the measurement methbdingar light sources for obtaining

the BRDF. This BRDF measurement method can estiB&BF parameters with a small



apparatus. In our other research, we constructsthall measurement system for all facial
physical parametet%

The pre-measurement is needed only once per pesdore using the reproduction
system. Therefore, the pre-measurement systemrmuansterfere with the practicality of our

proposed technique.

C. Computational shading reproduction

The shading component of the reproduced facial apgoece is calculated by combining
the image-based and model-based shading comportérds. we describe the image-based
processing for extracting the shading componennfitbe facial live video. We separate the
input facial live video stream into the color anldagling components by using a human skin

color separation technigtfe This technique extracts the melanin, hemoglohid ahading

components from a singlefdiuse reflection image. This separation is definetbdlews:

(%, y) = =on(x Y)o, = £ (% Y)o, + P (x, y)1+€%, 1)

wherec®(x,y) is the logarithm vector of the sensor responserthe video camerar,, o, ,
Pm P, are the melanin and hemoglobin vectors and tliensities, respectivelyl and

p°d(x,y) are the shading vector of (1, 1, 1) and the ldthem of the shading intensity,
respectively; and® is the logarithm vector of the bias color. Equati¢l) shows that the
captured signals can be represented by the weightear combination of the melanin,
hemoglobin and shading vectors with the bias vec®amcep'™ (x, y) in Eq. (1) is logarithmic,

the exponent op°%(x, y),

P (x.¥) = expp**(x, y)) )

is the image-based shading component that is clthtoga novel shading component.

Next, we describe the method of combining the imbdgsed and model-based shading
components. The model-based shading compopgait(X, y) expresses the shading under
novel illuminants, which are explained in the ngdragraph, bupmoege(X, y) is lacking in
high spatial frequency components compared to irzaged shadingi,(x, y), because the

fine structure of the skin is lost in the shape mabdf the face. Therefore, we propose the



reproduction technique that combines the high sph&tequency components pf,(x, y) and
the low spatial frequency components mfoqe(X, ¥). This technique has the advantages of
both pin(X, Y) and pmode(X, ). Moreover, this technique is similar to other heiqued? that
combine the base and detail of the target object rEproducing a realistic image. The

combined computational shadipg.{(X, y) is calculated as follows:

~——

Pa (X y

del\"™ ' 3
ol y) P (xy) (3)

pout (X’ y) =

wherep’in(X, y) is the blurred shading component produced by yipgla Gaussian blur filter
to pin(X, ). The blurred shading componeptiy(X, y) indicates the image-based shading
component without high spatial frequency componenke division ofpin(X, y) andp’in(X, y)
gives the ratio of high and low spatial frequen@ntponents in the image-based shading. By
multiplying this ratio bypmode(X, ¥), We can obtain the model-based shading with tlggh h

spatial frequency components. The combined comjmunal shadingooud(Xx, y) is used in Eq.
(1) based on Eq. (2) to obtain the faciatfdise reflection imageou(x, y) under novel light

sources.
Next, we describe the model-based processing ftoutating the shading component on
the face model. Hergmode(X, V) is calculated with light source vectokgk = 1...N), power
of each light sourcegx and facial normal vecton(x, y). We approximate the lighting
environment withN point light sources, since it is a high-cost cortaiion to calculate the
shading directly from the entire environmental m&jne detail of this approximation is

described in the next section. The equation fordakulation is as follows:

N

pmodel(x’ Y) = Z g dy (X’ Y)’ 4)

k=1
where

d(x y)= {lg i, y()a:fse «m(xy)>0

The model-based compongmtoqe(X, y) can be set according to the variationliaindgy in

the environmental map.



D. Computational surface reflection reproduction

The surface reflectios(x, y) caused byN point light sources is reproduced with the pre-
measured facial BRDF model. The Torrance-Sparrowdeff6is used as the BRDF model in

this paper. The equation for the surface reflecimas follows:

N

s(xy) = h f(I,n0xy), rx ), a(x v), (5)

k=1

wheref(l,n(x, y), r(X, y), d(x, y)) andhy are the reflectance function of the Torrance-Sparr
model and the color vector of the light source powespectively. The parametar, y) and

q(x, y) are the surface reflectance and shininess, réispdg in the Torrance-Sparrow model.

E. Facial appearance reproduction

The facial appearance under an arbitrary lightiogdition can be reproduced witly, (X,
y) ands(x, y). The reproduced facial appearane, y) is calculated as the weighted sum of

these components, as follows:

V(X' y) = Wshadé:out (X7 y) + Wsurfs(xi y)! (6)

where Wshage and Wy are the weights of the shading and surface refectrespectively.
These weights are used for adjusti(g, y), sincev(x, y) is changed by the characteristics of
the display device. We also use these weights fitvaacing the appearance of the reproduced
face.

There are two important processes necessary teaehhe realistic reproduction of the
facial appearance. One is the lighting reproductibthe eyes. Since the subject closes his or
her eyes during the pre-measurement, we cannoirotita physical parameters of the eyes.
The other is smoothing the boundaries between thmage-based and model-based
components.

We modeled the appearance of the eyes by usingspthere models. The positions of the
spheres are arranged based on the informationaaf fieacking, and the surface reflection of
the eyes is calculated with the normals of theseesps based on the environmental mapping

technique. The intensity of environmental mapping fieproduced with the sphere



environmental mapping technicfie As described in the next section, the video oisth
environmental map is captured under the lightingnditon, which is required for
reproduction. The size and BRDF of the spheresdmeided empirically. The reproduced
appearance is rendered at the eye region of thedtle the subject has his or her eyes open.
The boundaries between the image-based and modeldlbaomponents are smoothly
connected by alpha blending. The face region isngef with the melanin and hemoglobin
components"®® We applied the blur filter to the face regionsrfa smooth connection
between the face region and other regions, andet¢he value of the blurred face region to

the value of the alpha blending.

F. Facial translation and rotation tracking

In previous subsections, we described the comprtati lighting reproduction techniques
with the assumption that position matching of tleed image and face model had already
been performed. In this section, we describe howmatch the face image and face model.
For matching, we must estimate the facial pose, ibe translation and rotation of the face. A
3D face model database is often used for matchiregface image and the face madéf
However, these techniques are unsuitable for rieat-processing. We use a particle filtering
techniqué® for tracking the face and estimating the faciaspoThe facial pose vectx at

framet is defined as follows:

bt :(I_Xt’Tyt’TZt’ﬂ’Ht'l/jt)' (7)

where [x, Ty, T2 is the translation distance, angx( 6, y1) is the rotation angles of the roll,

pitch and yaw, respectively. In this particle filteg technique, the probability density
function of a facial pose is represented as a $elN aiscrete samples. This sample set is
defined as 5% x”3(i = 1...N). Each facial pose sampb¥) has a corresponding weigtd?).
Face tracking is performed with the following mationodel:

b =l +7v, +w, (8)
whereb' 1 is the chosen sample fronb{y..; 7.1}, T is the time intervaly., is the velocity of
the facial pose, and is system noise. We generate a new séi smples b} with Eq. (8).

The weight of each new sample®;} is calculated with template matching between ifgut



facial image and the templates of a few facial teas. Finally, facial posk; is estimated as

follows:

i b 77
b, =L——. (©)
S

Figure 3 shows the results of the face trackingoim method, 10 facial features are used
for calculating the weights. The size of the imagenplates is set to 235, andN is set to
900. Using the facial pose, we can set the positaord orientation of the face model

according to the face in live video.

IV. CAPTURING THE BACKGROUND AND SPHERE MAPPING VI DEO

The background video is used for combining the aetiod the background based on the
chroma-key technique. The sphere mapping vide@siris used for calculating the shading
and surface reflection components of the face, dieed in the previous section.

Figure 4 shows the geometry of our camera systemcépturing the background and
sphere mapping video. This system has two videoezasiand one mirrored ball. The video
camera in the forefront of this system is the same used in the real-time processing system.
This camera captures the background video. By uiegsame camera used in the real-time
processing, the background video and the facia indeo have the same camera parameters,
field of view and lens aberration. Having the sacanera parameters is important for natural
combining of the background video and subject insag&nother video camera captures the
mirrored ball placed in front of this camera. Thaptured video is used as the sphere
mapping video stream. The two cameras in the sysiemsynchronized and the two videos
are captured together.

The light sources used for calculation in the shgdand surface reflection components

are obtained from the captured sphere mapping vitteeach frame of the sphere mapping
video, we approximate the lighting environment wiNipoint light sources that haveféierent

positions and powers. Thed¢ light sources are used as the light sources exgsin the

captured sphere mapping video for the calculatibacial shading and surface reflection.
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For this approximation of lighting, we use the madicut algorithm. This is a technique

that can represent the lighting environment witfhli sources simply and efficiently.

V. RESULTS

In this section, we show the experimental results tbe computational lighting
reproduction to demonstrate théfextiveness of our system. It should be noted timat t
following results are performed in real time foretlacial live video stream. We use a
Windows-based PC with an Intel Core 2 Duo 2.67 Githel an NVIDIA GeForce 7950 GX2.
The number of extracted light sourcBkis set at 16 in this experiment. The frame rate is
approximately 60 in the single point light sour@) in the environmental video. The frame
rate depends on the number of point light sourdé® video resolution is 6480.

Facial images reproduced under arbitrary lightiogditions are shown in Fig. 5. Figure
5(a) exhibits the reproduction of the shading ahd surface reflection of the face under a
virtual point light source. In Fig. 5(a), the shadiand surface reflection components are
reproduced according to the position of the ligbtice. For example, the side of the nose
illuminated by the point light source is bright, eteas the far side is dark. In addition, we
can also control the appearance of the skin in teak. Figure 5(b) shows the result of
enhancing the surface reflection of the face byréasing the intensity of the surface
reflection. The surface reflection component is thogenerated on the side of the face
illuminated by the point light source.

Figure 6(a) shows the results of computational tiigdp reproduction using the sphere
mapping video of a scene in an elevator. The sifithe face that is closer to the window is
brighter than the far side, since the face is illnated by the incident light from the window.
The facial appearance is reproduced brightly atttpe of Fig. 6(a). In the middle and the
bottom of Fig. 6(a), the reproduced facial appeaeais dark when the incident light from the
window is obstructed as the elevator moves. We tbardefective region that is unnaturally
bright on the surrounding area of the nose, whilkbaused by the process of blurring for the
image-based shading component. In Eq. (3), the Isightial frequency component of the
image-based shading is calculated by using thesuhwi of the blurred and non-blurred
shading components. Therefore, the facial regiorenehthe shading component greatly
changes, such as the shadowed area of the nosffetded by the calculation and becomes

unnatural.
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Figure 6(b) shows the results of the computatiohighting reproduction under an
environment of fireworks. In the top of Fig. 6(bihe right side of the reproduced face is
bright whereas the left side is dark, since botlworks are on the right side of the face. The
surface reflection is also highly generated on tight side of the reproduced face. In the
middle of Fig. 6(b), the whole area of the reprodddace is illuminated equally, since both
fireworks are on each side of the face. In the bwitof Fig. 6(b), the reproduced face is very
bright since both of the fireworks are in front tdfe face. These images show that we can
reproduce the variation of shading and surfaceerditbn according to the movement of the
illuminating objects.

Figure 7 shows another live video reproduced undarious kinds of environmental
illuminants. It is shown that our technique can naguce convincing results for face

composition in various scenes.

VI. CONCLUSION AND DISCUSSION

The appearance of a face in a facial live video wegroduced in real time under an
arbitrary environmental illuminant by using our cpatational lighting reproduction system.
The results of experiments using this system coméid the &ectiveness of the system.

In the reproduction of a human, the appearancehef hair and the clothes is very
important for reproducing a realistic appearancewdver, our system can reproduce only
the appearance of the face with rigid facial motidinerefore, at this time we must use a
black cloth and a hair band to avoid showing thad# and surface reflection on the hair and
clothes. One aspect of our future work is to invgste a real-time lighting reproduction
system for a subject’s hair and clothes.

The appearance of reproduced facial images alsert¥gpon the measured facial physical
properties. We can reproduce more realistic surf@flection and shading by using more
accurate properties. Thus, we need to improve teasarement system for facial properties.

Another approach of future work is to apply facedpressions to the facial 3D shape. The
face tracking technique used in our system cannatkt the facial expression. For this

problem, éfective techniques already track the facial expm@sssuch as the techniques

proposed by Dornaika and DavoiieBy adopting these techniques, our system willaibée

to track the facial expression. The result of fAepression tracking could be used to deform

12



the 3D shape of the face in a live video. We magoabe able to apply the morphing
technique of ratio images to express the chang@aadhl expression, as was done by Liu et
al.l°.

In addition, we need to solve the problem that éhisran unnaturally bright region on the
surrounding area of the nose. We think this problaiay be solved by considering the facial
geometry in the blurring process in Eqg. (3). Howewee think that such blurring is difficult
to implement and run in real time. Resolving thi®plem is also our future work.

We will reproduce the appearance of the face apglytosmetics under the arbitrary
environmental illuminant by using our reproductimthnique and the reflectance property of
cosmetics. Finally, we will apply our technique @& live simulator of a person applying

cosmetics in a store.
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FIG. 1: Flow of computational lighting reproduction
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FIG. 2: Geometry of our computational lighting reduction system. The subject is
illuminated by three light sources and capturedliy video camera. Polarizing filters are
attached in front of the light sources and the cearfer removing the surface reflection on
the face. The green screen is used for matting.ddptured facial video stream is used as

input images for the computational lighting repratian process.

FIG. 3: The results of face tracking. The gray &&rshows the center of the face, and the ten

white circles in each reproduction show the tertdiea points tracked.
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Two synchronized
video cameras

FIG. 4: The camera system for capturing the baclugtband sphere mapping video stream.
In the left photo, the video camera in the forefroaptures the background scene, and the

other video camera captures the mirrored sphere.

FIG. 5: Computational lighting reproduction for adial live video stream. (a) Reproduction
under an arbitrary point light source and (b) reguotion with surface reflection

enhancement.
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FIG. 6: Results of the reproduction under two cdiwgtis. (a) Results of the reproduction
under the lighting condition of an elevator. (b)$tés of the computational lighting
reproduction in the environment of fireworks. Irege results, the sphere mapping video

stream is used as mirrored sphere images.

FIG. 7: Reproduced live video under various kindgnvironmental illuminants.
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