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Abstract 

In this paper, we propose a method to estimate the reflectance property from refocused images from a 

light source reflected on an object. The blurred information of the light source on the surface of the object 

is expected to be a practical method to estimate the reflectance property, although various methods have 

already been proposed. Because the degree of blurred information is changed with the position of focus 

in the camera, we introduce a light field camera that can change the position of focus after the image is 

captured. In this research, we chose the refocused image where the light source is focused through the 

reflection on the object surface. Based on the blurred information of the focused light source, we estimate 

the reflectance property of the object. The estimated reflectance property is applied to inverse rendering 

for auto material appearance balancing. 
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1. Introduction 

        We are surrounded by various light sources, and the detected color of an object changes with the 

changes of these light sources. Humans can perceive the same color under a light source of arbitrary 

color by color constancy 1-3. However, the correct color cannot be perceived when an image of an object 

is taken by a camera and observed under different illuminants. Therefore, some digital cameras have an 

auto white balancing function to estimate the color of the light source and to compensate the color of an 

image under a standard light source. Based on this estimation, we can appropriately reproduce the color 

of an object under a different light source. 

We are also surrounded by various shapes of light sources. The shape of specular reflection on an 

object changes with the changing shape of the light source. Humans can perceive the reflectance property 

correctly under various shapes of light sources 4. However, it becomes difficult to perceive the 

reflectance property correctly when the captured image is observed under different shapes of light 

sources. Therefore, it is necessary to reproduce the material appearance of the reflectance property under 

different shapes of light sources based on the estimation of the reflectance property. This technique is 

known as the auto material appearance balancing function. 

For acquiring the reflectance property, various studies have been performed in the field of computer 

vision and computer graphics 5-25. In these studies, gloss is observed around the angle of specular 

reflection. To record this property, it is necessary to measure the reflectance by changing the incident and 

existent angles. Generally, a digital camera is used as a sensor, and a small light is used as a light source 

for this measurement. However, this method requires dense sampling, and the size of the instruments and 

the amount of the measurement time are large. Therefore, this is a difficult method for practical use 5-19. 

To address this problem, a simple method has been proposed by limiting the object to a known shape and 

a homogeneous reflectance property 20-25. Inoue et al. proposed the measurement of the specular 

reflection point spread function (SR-PSF) by using a single image 23-25. Wang et al. also proposed the 

measurement of the blurriness of a light source image22. In the method of Wang et al., step-edge lighting 

is performed by displaying a white and black pattern 22. The reflectance property is estimated from the 

degree of blurriness of the edge pattern. 

As mentioned above, from the point of practical use, it would be effective to use the blurriness of the 
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shape of specular reflection, which is the image of the shape of the light source. However, in a general 

imaging condition, the blurriness depends on the position of the camera focus, as shown in Fig. 1. In Fig. 

1, we can see that the shape of the specular reflection patterns is changed depending on the position of 

focus. Especially, in the high-gloss object, the degree of blurriness is strongly changed by the position of 

focus. Therefore, it is difficult to estimate the reflectance property from the general imaging condition. 

In this paper, we propose to use a light field camera that can re-focus the image after taking the 

image for estimating the reflectance property. Since the light field camera can reproduce the light field in 

a single captured image, we can obtain the refocused image by a simple calculation in the captured image 

26-33. We use the light field camera to estimate the reflectance property by choosing the image where the 

light source is focused on the object. We also performed gloss reproduction under different lighting 

conditions based on this analysis as the auto material appearance balance function. 

 

2. Measurement of SR-PSF 

2.1 Measurement method 

        In this research, we use the specular reflection point spread function (SR-PSF) 23-25．The point 

spread function is often used in the image processing field 28,29 and is applied to the specular reflection in 

SR-PSF. Figure 2 shows the apparatus we used to measure the SR-PSF for the present study. Light from 

a pinhole light source is projected onto sample paper through a collimator lens system. The light reflected 

from the sample paper is focused, and a two-dimensional charge-coupled device (CCD) camera captures 

a digital image of the intensity distribution of the reflected light. The camera is monochromatic camera 

with 14 bits values at each pixel. The camera can output linear values to the incoming light intensity. The 

captured image of the intensity distribution shows the SR-PSF of the sample because it is an impulse 

response to the pinhole light. SR-PSF has been applied in the printing industry 36, 37 as was the 

conventional point spread function of paper 34,35. 

In this research, SR-PSF is measured for six kinds of flat surfaces that have different glossiness. 

Figure 3 shows the measured results of the samples. In the measured SR-PSFs, the peak value is 

decreased and the distribution is wider in the order of (a), (b), (c), (d), (e), (f). This is because the 

roughness of the object becomes larger in the same order; this result indicates that the light source image 
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is blurred on the object depending on the degree of roughness. 

In this paper, we performed fitting to the approximation function for parameterization of the SR-PSF. 

As shown in Fig. 4, the shape of SR-SPF is sharper than a normal distribution function. Therefore, we 

checked other order of exponential function, then we found that simple exponential function is 

appropriate for the fitting. In this research, Equation (1) is used in the fitting. The maximum value is 

normalized to be one. Parameter a  decides the slope of the function. 
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Figure 5 shows the values of parameter a  for each sample. The difference of reflectance properties can 

be expressed by this single parameter. 

 

3. Estimation of SR-PSF 

3.1 Method 

        In this research, the reflectance property is estimated by assuming that an edge exists in the light 

source, as shown on the right-hand side in Fig. 6. As shown in Fig. 7, the edge of the light source image 

is blurred by the SR-PSF caused by the surface roughness and the PSF caused by the defocus. In the case 

of the light field camera, the focused image to an arbitrary position can be produced, as shown in the 

lower part in Fig. 7. Then, it is possible to reproduce the image focused on the light source on the object 

surface. The image is not expected to be influenced by the PSF caused from the defocus. From the 

blurriness of this focused edge, it is expected that the SR-PSF can be estimated. 

Figure 8 shows the experimental system to confirm this principle. In this experiment, we used the 

computer monitor as the light source. The edge pattern is displayed in this experiment. The surface of the 

sample is illuminated by the edge pattern of the display. The sample is captured by the light field camera, 

Lytro. Refocused images are produced from the captured raw image. After pre-processing, which 

includes removal of the unevenness of intensity and noise, the image that is focused on the light source is 

selected from the multi-focus images. The detail of pre-processing is the same as that in reference [22]. 

By using this image, the reflectance property is estimated. Figure 9 shows an example of the edge slopes 

at various positions of focus. The maximum value of the slope is shown by the red arrow in Fig. 9. In this 
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maximum value of the gradient, we expect that the influence of defocus by the imaging system is 

negligible. 

We consider that the light source is focused in the image where the gradient of the edge is the 

maximum. In the images shown in Fig. 10, the PSF caused from defocus to the light source is ignored, 

and the edge is considered to be blurred only by the SR-PSF. The reflectance property can be calculated 

by this blurriness. The shape of the light source is expressed by Equation (2) in this research, since we 

assumed that the edge is a part of the light source. 
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The observed image )(xI  for the light source is calculated by Equation (3) by convolving between the 

edge and SR-PSF. 

   

''

0

''

0

'

''

'

)(

)(

)()()(

dxxPSF

dxxxPSF

dxxexxPSFxI

x
SR

SR

SR

















        (3)  

where xxx  . From Equation (3), the integration of SR-PSF is the observed value )(xI . Then, by 

derivation of the observed value I, we obtain the SR-PSF as follows. 
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From Equation (1), the derivative value of observed intensity I is related to parameter a  in proportion, as 

follows. 
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3.2 Results 

        Figure 11 shows the results of the estimation of the six kinds of samples. Each value is normalized 

by black glass. From this result, the estimated and measured values are matched when parameter a  is 

large, which indicates the high-gloss samples, but are not matched in the low-gloss samples. This is 

because the surface roughness is high in the low-gloss samples. However, for the application of gloss 

reproduction, parameter a  does not have a large influence on the low-gloss samples. Therefore, in this 

research, we use this estimated method for gloss reproduction. 

 

4. Simulation of gloss 

4.1 Method 

        Figure 12 shows the flow of the proposed method. First, the reflectance property is estimated from 

the refocused images. The object is illuminated by a light source where the edge is included. Next, SR-

PSF is recovered based on the estimated reflectance parameter a  in Equation (1). Next, by convolving 

the SR-PSF to a new shape of light source, we can obtain the new specular reflection components under 

the different light source which is new due to the different shape. This indicates that we can reproduce 

the gloss component under the new light source. The reproduced gloss is synthesized with the diffuse 

component, where the specular component is removed by the image inpainting technique 38. 

 

4.2 Results 

     Figure 13 shows the result of four samples, for which parameter a  for the reflectance property is 

estimated from the edge of the specular reflectance components, and SR-PSF is convolved with a 

different light source.  Figure 14 shows the result of the reproduction under fluorescent illumination. The 

spread of gloss is wider in the order of (a), (b), (c), (d). 

 

5. Conclusion 

        In this research, we performed an estimation of the reflectance property from refocused images 

under limited conditions. It is necessary to consider various conditions, such as the distance between a 
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light source and an object surface, the distance between Lytro and the object surface, and the types of 

light sources. We also assumed that the shape of the object is planar. If the object is not planar, it is 

necessary to consider the curvature and transform the geometry into a planar shape. In this research, we 

analyzed the change of gloss in the spatial domain. The frequency domain is expected to be used as 

implemented by Romeiro et al. 21 because it is not necessary to consider the inclusion of the edge pattern. 

Perturbation on the edge is treated as noise in this research. However, the meso-structure is included in 

this noise pattern 22,27．Therefore, by analyzing the noise, it is expected that the meso-structure can be 

measured, and in gloss reproduction, it is necessary to consider the shape and the meso-structure of the 

surface for accurate reproduction. 
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Figure captions 

 

Figure 1. Change of blurriness under different focus positions. 

 

Figure 2. Apparatus used to measure the SR-PSF. 

 

Figure 3. SR-PSF for the six kinds of samples with different gloss. 

 

Figure 4. Cross sections of SR-PSF for the six kinds of samples. 

 

Figure 5. Parameter a  for the six kinds of samples. 

 

Figure 6. Geometry of light source, camera, and analysis area to estimate the reflectance property. 

 

Figure 7. Observed values are convolution among shape of light source, SR-PSF, PSF caused by focus. 

PSF caused by focus can be controlled in the light field camera. 

 

Figure 8. Experimental setup. 

 

Figure 9. Edge slopes at various positions of focus. The maximum slope value is used as parameter a .  

 

Figure 10. Observed convolved value between edge function and SR-PSF. 

 

Figure 11. Measured and estimated parameter a  for the six kinds of samples. 

. 

Figure 12. Flow of the proposed method for gloss reproduction. 
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Figure 13. Captured image and estimated SR-PSFs with parameter a  for four kinds of samples. 

 

Figure 14. Captured and simulated images for gloss reproduction of four kinds of samples. 
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