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This paper proposes a robust method to detect and extriagtsites of foreground objects from a
video sequence of a static camera based on the improvedrbackbsubtraction technique. The pro-
posed method analyses statistically the pixel historyras ieries observations. The proposed method
presents a robust technique to detect motions based onl ldemnsity estimation. Two consecutive
stages of the k-means clustering algorithm are utilizedlémtify the most reliable background re-
gions and decrease the detection of false positives. Rixkbbject based updating mechanism for the
background model is presented to cope with challenges t&eugl and sudden illumination changes,
ghost appearance, non-stationary background objectsnawmihg objects that remain stable for more
than the half of the training period. Experimental resutisve the dficiency and the robustness of
the proposed method to detect and extract the silhouettesowving objects in outdoor and indoor

environments compared with conventional methods.
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1. Introduction
Motion detection aims to segment moving objects from stiaiip or quasi-stationary background.

Motion detection is the core and the basic step in any systemis related to gesture and activity
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recognition, analysis, or monitoring. Motion detectioepsiprovides the subsequent stages with the
suitable information that decides the way of representiggnoving object. Many applications today
depend on video cameras and consider the motion detecB@ratathe first step like surveillance,
motor trafic analysis, sportive performance evaluation, monitoriatigmts in hospitals, and so on.

The dfficulty of the moving object detection step stems from any gbawccurs in the weather,
illumination, shadow and repetitive motion from cluttéi\lso, inherent changes in the background,
such as fluctuations in monitors and fluorescent lights, mgpflags and trees, and water surfaces may
result in incompletely stationary backgroufidn addition, other dficulties may make the detection
task a dfficult process such as the homogeneity of the human clothitay end the background
textures) and the appearance of the moving object in the initial trajmieriod of the video sequen®e.

The background subtraction is a simple, obvious, and popplaroach to segment the moving ob-
ject especially under the static background conditionetédts moving objects by selecting a reference
image, computing the fierence between the current image and the reference imagthrasholding
the result. The modeling of the reference image can be adtegato: basic background modeliRg,
adaptive background modelifig)) and statistical background modelifig?

Statistical background modeling is the most common backgtonodeling technique because of
its robustness to overcome most background problems. &deehniques for modeling background
statistically have been proposed during past years. A rddthsed on mixture of Gaussians (MOG)
was proposed by Stéfier and Grimsofi 19 for statistic background modeling. MOG method depends
on recovering and updating background images based on mgasch pixel as a mixture of gaus-
sians. Although this modeling deals reliably with illumiizen changes and repetitive motion from
clutter, it faced a great fliculty to model a background with fast variatiolf$ Another disadvantage
of MOG method is that it tries to solve a two-class classiitcaproblem (i.e., foreground and back-
ground) with a model of only one of the classes (the model efttickground}®) In addition, MOG

method models the moving object that stops for awhile in teme as a background object until the
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object moves again.

Haritaoglu et ak® proposed a real time system (called W4) for detecting arukitng multiple
people and monitoring their activities in an outdoor ermimznt. Despite the robustness of W4 in
detecting foreground objects even when the backgroundtisorapletely stationary, W4 could not
overcome completely problems like shadow, global illurtiova changes, and sudden changes in the
scene. Jacques Jr et'dl.improved W4 by applying the normalized cross-correlatiorioreground
pixels and the candidate shadow pixels are obtained. A reéineprocess is then applied to further
improvement for the shadow segmentation.

Kim et al® introduced a scheme for background modeling based on peaebook (CB) in a
color model or in a gray level model with minor modificatiokkwever, they claimed that layered CB
is robust against illumination variations, but it cannotdabvery slow scene illumination variations
in long time18 Furthermore, CB has another disadvantage which limitsppearance of the moving
object in the initial frames during the training period. hetcase that the moving object appears from
the first frame in the video sequence, CB codes the movingbagea background object.

In this paper, we propose afffieient method to extract silhouettes from complex backgidsun
based on the improved background subtraction techniquer e condition of a static camera. Time-
series statistical modeling and two stages of k-meansslogtare employed to separate and represent
most reliable background regions. Each pixel is formulatedime series observations ovdrames;
wheret represents the number of frames used in the training pelbad.to varying €ects of the
noise and the illumination on each pixel, a single globat¢shold is not anfécient way to classify
pixels. The proposed method uses a threshold for each pixett of morphological processes are
utilized to handle foreground pixels. The proposed methedgnts anféective updating mechanism
that exploits color and shape features of each detectedtdigjecope with dificulties like sudden
illumination changes, the appearance of ghosts, and miorsary background objects. A ghost is a

detected object that doesn’t correspond to a real movingcghf may appear as result of a physical
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change in the background scene or a stable moving objecetir@teously classified as background
object then moves in the sceh?.

This paper is organized as follows: Section 2 describes t@ivbackground can be modeled
and updated. Section 3 presents how to obtain silhouetteweagfround objects. Section 4 proposes
the object based updating mechanism. Section 5 presenexpleeimental results. Finally, Section 6

concludes the proposed method with some future work guieg!li

2. Proposed Background Modeling

The heart of any background subtraction algorithm is thetrantion of a model that describes the
background state of each pixel. In many surveillance arakiimg applications, several assumptions
are necessary during the training phase to build the baokgromage for example the assumptions
imposed on the generation of initial parameters of the backgd model. Another example of assump-
tions imposed by some surveillance and tracking applioatie the absence of moving objects from
the training phasé& This requirement is dlicult or sometimes impossible because of thdiilty to
control the monitored area.

The proposed method builds the background model in the presef moving objects during
the training period. In order to obtain a clear backgroundge the proposed method assumes that
the stable moving object appears less than a half of theintpjperiod (3-5 s). In the case that the
moving object is stable for most of the training time or angestdisturbances for the modeling of
the background occur such as small background object mgign, swaying tree branches); sudden
illumination changes (e.g., indoor light on anff)pphysical changes in the background, dliiceent
mechanism that based on spatial and color features of thetddtmoving object is called to update the
background model instantaneously. Furthermore, a ruranagage is used to update each background
model pixel to overcome the gradual illumination changdse proposed method operates on both

RGB image sequence and grayscale image sequence as wetke Higllustrates that the proposed
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method consists of three main phases. The proposed backhroadeling phase aims to construct
the initial background model and the first threshold imad®e Tirst background model and the first
threshold image are the input for the silhouette acquisitibase. The proposed updating mechanism
that attempts to construct the second background modelrengeicond threshold image is the third
phase of the proposed method.

The proposed method formulates the history of each pie) @s time series observations over
frames, where represents the number of frames used in the training petiswh(ly 90-150 frames)

as shown in Fig. 2. These time series observations constnuatrayv(x, y) such that

Vtc(x’ y) = {IJ?(X’ y)’ I(Z:(X’ y)9 Y ItC(X’ Y)}, (1)

wherel£(x,y) is the intensity value of the pixek(y) at framet and for RGB channet.

The arrayvi(x,y) consists of the recent history of the pixel y) over the time. The array (X, y)
replacesvf(x,y) if the history is for grayscale pixels or working with onlyw® RGB channel. This
history may be for a background pixel which is the case mosh@time or a background pixel that
occluded by moving objects for some time. Figure 3(b) shdwesunimodal intensities representa-
tion for a background pixel history over one RGB channel shawFig. 3(a). The variance of this
pixel history is small. Figure 4(b) shows the bimodal iniges representation of a combination of a
background pixel that is occluded by a human movement ov@R#5B channel as shown in Fig. 4(a).

Figures 3 and 4 illustrate that the variation of the pixekdmg in the case of a moving object
occlusion is significant. This obvious variation allows tiestering technique to easily classify the
background and the foreground regions. The behavior of Rig# imtensities can be replaced by the
behavior of the grayscale pixel intensities, but operatinily color sequence leads to avoid loss of

image sequence information and gives better results.
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2.1 Initial background image construction

The construction of the background model is the key facttinébackground subtraction process.
The ideal background scene is realized if intensity valde=aoh pixel in an image sequence remain
constant over time. This condition couldn't be met such #zath pixel is exposed toftikrent €fects
such as moving objects, noise, illumination changes, dte.pfoposed method aims to determine the
most reliable background observations over each pixebityist

The proposed method models each pixel history by four statisvalues; the mean®(vi(x,y))
(for simplificationx®), the minimum, the maximum, and the standard deviat®fv{(x, y)) (for sim-
plification o) of the pixel history for each RGB channel The mean value is used to represent the
deviation of the pixel history (due to the camera noise) mllckground image. The mean and the

standard deviation of a pixel history for each RGB channelestimated as

1 1
4 = TR, 0% = (B 060y o7 @

2.1.1 Motion detection

To detect if there is a motion occurred, the proposed methgolays kernel density estimation
(KDE) to determine the stability of each pixel history. KD&lised to estimate the probability of cu-
mulative density function (CDF) at each pixel history basadhe number of samples in this history.
CDF estimates the area under KDE function up to that valukeopixel history meap®. This proba-
bility is the key to detect iff(x, y) contains motion or not. KDE is a hon-parametric way of eating
the probability density function of a random data or popafatKernel estimator function is chosen to
be a normal functiom\l(o;(rcz), wheres®’ represents the kernel function bandwidth, then the density

functions can be estimated as folldWs

1
P(I5) = %

_lqc_yT 1 c_|c
S gpegaexi 2 () 3)

wherel5(x,y) is the RGB channet intensity value of pixel X, y) at framen.

When monitoring the intensity value of a pixel over time intatis scene (i.e., with no motion),
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the pixel intensity can be reasonably modeled with a norrsafildution N(uc;(rcz).l“) Therefore, we
can conclude that CDEf)~ 0.5 as shown in Fig. 5(a). In the case that the pixel histociunied
by a motion, the normal distribution is skewed and CDF of theamis deviated to be less than 0.5
[i.e., CDFu° )< 0.5] as shown in Fig. 5(b). As the background pixel exposea tcamera noise and
gradual illumination changes, CDF of the background pixgidny mean may be deviated a little. This

deviation is denoted in the following context by

2.1.2 Background model representation
No motion detected situation is realized if the CDR.®fs deviated from 0.5 by less than or equal
to ¢ [i.e.0.59 <CDF(u®)<0.5+5]. The rangep® of v{(x, y) is employed to threshold coming new pixels

as described later. This range is estimated as

¢°(x.y) = maxfr(x y)) - min((x.y)). (4)

The mean of{ (X, y) is the most reliable value to represent the deviation optkel history (due to
the camera noise) in the background image. Therefore, ttlgbaund image for each RGB channel

c at position &, y) is formulated as

Bgi(x.Y) = 1 (vi(x. ). ()

The threshold image for each RGB chanael position &, y) is formulated as

Thi(xy) = ¢°(x.y) + ¢°(x ) - (6)

where Jo¢(x,y) - ¢°(x,y) is added to the range to allow the detection step to be adlapteamera
noise and limited changes in the illumination (like turnioig a desk lamp or a car light). The value
1/0¢(x,y) is a weight to handle the problem of small range of pixelsdnjswhich is the case for
modern cameras image sequences.

The second possibility comes true if CF)is much less 0.5. It means that the background pixel

is subjected to a movement by an object and may be to condecuimges like shadows, highlights,
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and so on. In such cases, the proposed method employs K-ilaatesing algorithm to partition each
pixel historyv¢(x, y) into two clustersk=2) which represent the background cluster and the foreground
cluster. The seeds of the two clusters are the minimum anechthemum values of(x,y). Under

the assumption that most of the time pixels belong to the drackd, we concluded that the cluster
whose duration is longer should be classified as a backgroluster. This is the first classification
stage which handles the situation when there are one bagkgrduster and one foreground cluster
as shown in Fig. 4.

In another situation, more foreground clusters that ar&etaand brighter than the background
observations are found as shown in Fig. 6. To handle thiatsitn, the motion detection module is
recalled again to detect if the background cluster contaioisons. This cluster is denoted BE®(X, y)
in the following context. If the result of the motion det@ctimodule is thaBC®(x, y) is a background
cluster (contains no motions), this cluster is denote®%s,y). On the other hand, if the result of
the motion detection mechanism is tHB€®(x,y) contains motions, K-means clustering algorithm
is recalled again to partitioBC®(x, y) cluster into two clusters. The cluster with longer dunatie
classified as background and is denotedds, y). After the second classification stage, the reliable
background regioB®(x, y) is extracted and the background image for RGB chaais$et at position

(x,y) to the mean of the clust&°(x, y) such that

Bgi(x y) = u*(B°(x.¥)). (7)

The rangepg of the background cluster and the threshold image for eacB Bt@nnelc at position

(x,y) are formulated as

Pp(x.Y) = max@(x,y)) — min(B(x.y)), (8)

Thi(xY) = d5(X Y) + pp(x.Y) - 9)

ap(xy)’
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At the end of the training phase, two images are generatedyabkground image and the thresh-
old image. The proposed method generates accurate ancealdaground image in the presence of
challenges like non-stationary background object, gheqgtearance, and sudden illumination changes
but under the assumption that most of the time pixels belotige background. On the contrary, if this
assumption is not met, the proposed method relies on th@gedpobject based updating mechanism
to cope with these challenges. Figures 7—9 show the cle&glmmd images restored fromfidirent
scenarios. The first scenario includes a complex backgrtheitdoccluded by a human that enters
the scene and remains stable for awhile as shown in Fig. Fig)re 7(b) clarifies that the proposed
background modeling method can restore the backgroundeirmagurately in the condition that the
human stops for awhile in a complex scene. In the second sognavalking person appears on the
training period from the first frame till the last frame aswhan Fig. 8(a). Figure 8(b) shows that
the background image could be accurately generated on fyeaegnce of the moving object from
the first frame to the last frame in the training period. Thane the proposed background modeling
method does not require any previous conditions on the agpea of the moving objects during the
training period. Finally, the third scenario displays aample of non-stationary background objects
as shown in Fig. 9(a). Figure 9(b) shows the background imegtered from an image sequence of a

man walking with the movement of a tree in the backgroundofimglete stationary background).

2.2 Pixel-based updating

Any change occurs in the background leads to a change in tgtmund statistics and conse-
guently a change in the background model and the threshalgénTo cope with gradual illumination
changes, the proposed method updates the statistics opea@tin the background model if the new

coming pixell e, is classified as background such that

151 (6 Y) = @ - 15X Y) + (1= @) - pf(%.Y), (10)

(@ ()P = @ (| 15 Y) — 1f(xY) ? + (1 - @) - (6S(x. )2, (11)
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¢ic+]_(x’ y) =a- (l :uf-'.l(x’ y) - #F(X, Y) |) + (1 - CZ) : ¢ic(x’ y)’ (12)

wherea =0.1.

3. Silhouette Acquisition

Like any background subtraction technique, the step tHiawe the construction of the back-
ground image is the foreground acquisition. The commonegjyeof foreground acquisition is to sub-
tract the upcoming frame from the background image. Theqaeg method performs the subtraction

process in pixel-wise according to

di(x.y) = 150 Y) = B (%, Y)l, (13)

wherel§(x, y) is RGB channet intensity value of the pixelx, y) of the new framen. The valued{(x, y)
represents the distance between the coming frame and tkgrband image of each RGB chanrel
at position &, y). The classification of the pixek(y) to a background pixel which is represented by 0
or a foreground pixel which is represented by 1 is formulated

0 if IScreed(XY) < 3Zc-reBTHE(XY)

Silh(x, y) = : (14)

1 if 2Xeresd(xY) > $ZcresTHE(XY)

Subsequent to background-foreground separation, eaeb flidme is represented by two values
(i.e., 0 and 1). The proposed method applies a set of morgivallcoperations to extract the silhouette.
An opening operation followed by a closing operation is perfed to remove the noise presented in
each frame. To preserve the edges of the silhouette, thimgloperation is performed again. Figure

10 illustrates the steps followed to extract silhouettésgusorphological operations

4. Proposed Object-based Updating M echanism
Object-based updating mechanism (OUM) follows the sillteuextraction process. The pixel

history deviations show fferent shapes from pixel to pixel in the presence of movingabj A
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single statistical distribution cannot model such dewiai nor updating background image in the
presence of diiculties like illumination changes, ghost appearance, amdstationary background.
The proposed method relies on shape and color features lotietected object to robustly update the
background and threshold images then madifies the silteegttaction module. OUM aims to cope
with challenges like sudden illumination changes, ghogeapance, and non-stationary background

objects. Figure 11 shows examples of such challenges.

4.1 Updating background and threshold images

The cue of OUM is to locate the starting position of each detkobject. The starting position
for regular moving objects begins outside the scene thesepas the front of the camera to outside
the scene. If the detected object starts its motion frondenie scene, this is considered an irregular
situation. Consequently, this object and its motion ardyaed to realize if that object is a real moving
object, a ghost, or a moving background object. Spatial adr deatures are extracted for each
detected object. Due to the repetitive occurrence of themgdasackground objects (e.g., tree branches)
or repetitive switching light on andig OUM applies the updates to a copy of the background and the
threshold images which are denotBd5(x,y) and T H(x,y), respectively. The input for OUM is the
binary frame resulted from the silhouette extraction medrd the corresponding color frame.

OUM uses spatial features: the object skeleton centroéh, aand bounding box to characterize
each detected object shape. The centroid of an object ieirdad by large motions of extremitiés
while the object skeleton centroid isn't influenced by sudineanities. The parameters of the bounding
box are the link between the binary frame and corresponditgy rame such that these parameters
are used to locate the detected object in the correspondingfcame.

Color moments are the features extracted from the correlipgmegion of the detected object in
the color sequence. The first order (mean), the second oraiéarice) and the third order (skewness)
color moments have shown itsfieiency and &ectiveness in representing color distributions of im-

ages. Three moments for each RGB channel leads to a feattia Heat contains nine values. For
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simplification, the detected object in binary frame will tmndtedBOij, the corresponding object in
the color frameCOij, and the centroid oBOij skeleton as<ij (wherei represents the frame number and
j identifies object number).

The key factor of OUM is to specify iBOIj initiates its motion inside the scene or it exists in the
previous frames. Euclidean distamﬁegj betweenxij and the centroids of detected objects in previous
framei-1 is estimated. Iﬂisqj is less tharr V2 (BOij is searched in block of siz2r x 2r centred at
xij in the previous framé1), bonding box parameters are used to Iod:?:x@;i and the detected object
within r V2 block in the frame-1 which is denotedDCOij_l. Color moments features are computed
to construct the feature vector for both objects. Euclidéiatance is computed again betweié@ij
feature vector antﬂ)COij_1 feature vector. The previous step is employed to realiimit)ij_1 is the
same as(IOij but in the previous frame and it is not afdrent object. If the distance is less than a
thresholdT,, this means thaBOij exists in frame-1 and no update is required to the background
image. On the contrary, BOij is not exist in frameé-1, we conclude thaBOij initiates its motion from
framei. Consequently, the motion statusB)tDij is to be analysed as the following scenarios:

(a) Non-stationary Background Objects: The bounding baampaters are employed to locate
COij in the first background modé@d(x,y). Eight neighbour blocks tﬁ:Oij in Bg(x.y) (with the
same size oCOij) are generated. Color moment features are used to cheinzacﬂ?ébij and the eight
neighbour blocks. Euclidean distance is computed betweament features oCOij and moment
features of eight neighbour blocks. If the distance is I&éss ta threshold'; for one or more of
neighbour blocks, thereforBOlj is a part of non-stationary background (e.g, swaying treadres).

In this case, the background and the threshold values of ldsest block matching:Oij updates
Bgs(x.y) and Th(x,y). Figure 12 shows an example of updating the backgroundeéntaghe case
of non-stationary background tree branches. In the casdhéee is no match between the moment
features oiCOij and the moment features of the eight neighbour blocks thisidads thatBOij is a

real moving object.
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(b) Ghost Appearance: The ghost may appear as a result ohghobject that remains constant
most of the training time and erroneously classified as backygl or as a result of a sudden physical
change at the background as shown in Fig. 11. If the centqj(ﬂ@pears constant fot s. The area and
color moment features for objects in the frame that precsti®nary status are computed. Euclidean
distance is used to measure the distance between the feattice ofBOIj andCOij and the feature
vectors of every object in the frame that precéds. If the distance is less than a threshald we
can conclude thaBOij is a moving object that stops for sometime. Whereas, if tetadce is greater
than a threshold’, this means that a sudden physical change occurs in the lmacidyrAs a result of
a ghost appearance, OUM recalls the background modelihgitpee discussed earlier in sectidio
updateBg; and T I,

(c) Sudden lllumination Changes: OUM adapts to sudden &wang background illumination
(like switching light on and f§) instantaneously. If the area BiOij is greater than 80% of the scene,

OUM responds quickly and calls the background modelingrtegte to updatdd; and T .

4.2 Modification of silhouette acquisition process

Silhouette acquisition process described in section 3riigen subtracting the upcoming frame
from only the background imagBd;(x,y) obtained after the training period. OUM constructs an
updated version oBgf(x,y) andTh(x,y). So, the silhouette acquisition process should be modified
to handle the new constructed imadgg(x, y) andTh(x, y).

OUM subtracts the upcoming new frame from b&itf (x, y) andBg5(x, y) and the result is stored
in di(x,y) andd3(x, y) respectively. The valued;(x, y) andd(x,y) are thresholded by h(x,y) and
TH(x,y) respectively on pixel-wise basis. The pixel is classifisdf@eground if botid{(x,y) and
dS(x,y) is greater than or equdlhf(x,y) and T H(x,y). This modification is applied to eq. (14) as

follows
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1 if((3Z=repdf(X Y) = 3Zc-reaTH(x ¥))and

3T dS(%.Y) = 3% T ,
Silhx.y) = (3Zc=rG,8A5(X, Y) > 3Zc-r,BTHS(XY))) | a5

0 otherwise

5. Experimental Results

The robustness and th&ectiveness of the proposed method are presented in thisrseld con-
sider a variety of moving objects andfi@irent critical scenarios, a variety of videos fronfielient
datasets are utilized; i2r datag®tVSSN 2006 datasé®) shadow detection datasét,and keck ges-
ture dataset? The proposed method is implemented using Matlab 7.6.0 onwaifi®.1 GHz speed
and 2GB memory. The training period is set to 3-5 s (90-158ds). We ran a series of experiments
on different datasets to determine the best values of the follopamgmeterss is estimated to be
0.02,N is set to 0.5 s (15 frames), and for normalized feature vettoand T, are estimated as 0.3
and 0.25, respectively. Results of the proposed methodrerdgsed qualitatively and quantitatively

against MOG and CB methods.

5.1 Qualitative analysis

We conduct some experiments to test the proposed methodfaredhit situations. Firstly, the
proposed method is applied to videos including challentgessiwitching the room light on andff
ghost appearance, and non-stationary background. OUMsttafhe changes in the background by
updating the background and the threshold images. Thidingd=lies on the shape and the color fea-
tures of each detected object. Figures 13(a) and 13(b) dhewfiiciency of the proposed method in
updating background images and the extraction of silhesetyjainst diiculties such as sudden illu-
mination changes and ghost appearance. Figure 13(c) is pleostene that includes non-stationary

background and ghost appearance. The black rectanglededctin the first background image specify
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the position of a parked car that remain more than the halHetraining period. After the movement
of this parked car, OUM detects a ghost that appears in théigpoef the moving car. Therefore,
OUM updates the second background imafee silhouette extractedolumn in Fig. 13 represents
the silhouettes of the moving objects in tlederence image or reference image 2olumns.

Figure 14 shows the comparison among the results of the pegpmethod and two commonly
used baseline methods: MOG and CB. We implemented MOG metfithdhree Gaussian compo-
nents K=3). The threshold used to identify the matched componentfiaetbas the Gaussian com-
ponents standard deviation scaled by 2.5. The thresholdstiiged to identify the components used
to model the background is estimated to be 0.25@nl@éarning rate is set to 0.007. Kim et al. pre-
sented CB-BGS prograff to extract moving foreground objects from the backgrourehe® The
background image trained using CB method is constructeddnyiig the same number of frames as
the proposed method. Other CB parameters are set to thdtdeftues defined by the program.

Figure 14 shows the robustness of the proposed method it dettextract silhouettes in addition
to restore clear background images iff@lient applications like gesture detection and analysis [as
shown in Fig. 14(d)] and tfc monitoring [see Fig. 14(a)], and so on. Figure 14(a) shawas the
proposed method extracts the silhouettes Gedént moving objects (for example human, cars, etc).
Besides that, the proposed method doesn't provide anydliimits on the appearance of the moving
objects in the initial training period.

The proposed method copes with the problem of non-statjobackground. OUM detects the
moving background objects and updaig(x, y) for all pixels of those objects. Figures 14(b) and
14(c) show examples of incompletely stationary backgroaend the robustness of the proposed
method to extract silhouettes of real moving objects

The proposed method copes with the moving objects stalpitityplem. If the moving object re-
mains stable most of the training period then it moves, OUkds the ghost appeared and updates

the background image as shown in Fig. 13(c). In the case hleambving object moves then stops
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after the training period, OUM detects that this object is@a moving object. On the contrary, MOG
models this stationary object as a background object sdtthiges the worst results in Figs. 14(c) and
14(d). Figure 14(e) shows thdfieiency of the proposed method to restore a clear backgrouade

even if the scene contains a complex background and exhradilhouettes of the moving objects

from this complex background.

5.2 Quantitative analysis

Varcheie et al.?®) used two metrics to evaluate the performance of his methadlec
RECTGAUSS-Tex) for background subtraction. These two icsetire true positive rate (TPR) and
false positive rate (FPR). The method with the highest TRiRthe lowest FPR will be the best back-
ground subtraction techniqd®. We compare the proposed method to MOG and CB based on TPR
and FPR results. Wallflower dataset which contains grouittg is used in the evaluation process
with six different situations?”) Figure 15 shows the TPR and FPR obtained for MOG, CB, and the
proposed method which evaluated by using wallflower dat&sgtire 16 shows silhouettes extracted
by the proposed method for the wallflower dataset.

As noted in Fig. 15(a) that the proposed method has the HiJiR average. This indicates that
the number of real foreground pixels detected in the exchébreground is much larger than the
number of real foreground pixels that are detected in thidracnd?®) Also, Fig. 15(b) the proposed
method has the lowest FPR average among MOG and CB methoidssAdws that our method
combines a high TPR and a small FPR.

As a summary of the previous experiments, the proposed mgitmves that it is anfBcient
and a robust method to extract silhouettes from a video seguander the condition of static or
guasi-stationary camera. It succeeds to overcome thegmnshbbf the sudden and gradual illumination
changes, the slow motion of background objects for outdondiirrdoor environments, and the stability
of the moving objects. In addition, the proposed methiditiently restores the complex background

image for both outdoor and indoor scenes.
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6. Conclusions

In this paper, we proposed a simple and robust method totdetdextract moving object silhou-
ettes from a sequence of video frames of a static camera. rfdbpeged method is based on the back-
ground subtraction technique. Each pixel history is matieiging four statistical values; the mean,
the standard deviation, the minimum, and the maximum. Twgest of K-means clustering tech-
nigue are employed to identify the most reliable backgrowgions. Pixel and object based updating
mechanism cope with challenges like gradual and suddeniitl@ation changes, ghost appearance, and
non-stationary background objects. Experimental restitsved the ficiency and the féectiveness
of the proposed method under indoor and outdoor scenarios.

The limitation of this method is the homogeneity between imgwbject and background colors.
This is a problem of most of background subtraction techmigdiso, a local illumination change
like shadows is still a diiculty for the proposed method. For the future works, we airadapt the

proposed method to cope with this problem.
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Figure Captions

Fig.1
Fig.2
Fig.3

Fig.4

Fig.5

Fig.6

Fig.7

Fig.8

Fig.9

Fig.10

Fig.11

Fig.12

Fig.13

Fig.14

Steps of the proposed method.

Pixel &, y) history over six frames.

Pixel intensity values ovdrframes for A background pixel history such that: (a) Frame
samples with black circles represent samples of pixel hisab position (20,110) and (b)
Plotting of pixel history.

(Color online) Pixel intensity values oveiframes for background and foreground pixel
history such that: (a) Frame samples with white circleseegnt samples of pixel history at
position (80,100) and (b) Plotting of pixel history.

Cumulative density function for (a) A background pilxistory and (b) A background pixel
history that occluded by a motion.

(Color online) Pixel intensity values overframes for foreground observations that are
darker and brighter than background observations.

(Color online) The background image restoration gishe proposed method for a human
stops for awhile in the scene such that: (a) Input video feaatd¢imes 1, 90, 120, and 150,
respectively and (b) A background image restored aftemitrgithe first 150 frames.

(Color online) The background image restoration gishe proposed method for a moving
object that appears from the first frame and remains till #s¢ frame such that: (a) (a) A
sample of a video sequence at times 1, 15, 30, and 40, resggdand (b) A background
image restored after training the first 40 frames.

(Color online) The background image restoration gidime proposed method for non-
stationary background such that:(a) (a) Input video fraateimes 1, 25, 50, and 70, re-
spectively and (b) A background image restored after tngitihe first 70 frames.
lllustration of silhouette extraction (a) Originatage, (b) Separated foreground, (c) Re-
moving noise by opening followed by closing operation.

(Color online) Examples of background modelinfiiclilties such that: (a) Ghost appear-
ance as a result of a moving object misclassification as agbagkd such that it remains
more than 50% of the training time, (b) Sudden switchingtlighi experiment, and (c)
Ghost appearance as a result of physical background motion.

(Color online) Example of updating the backgroundge in non-stationary background
scenario: (aBd(x,y) after training period and (lBg(x, y) after the updating by OUM.
(Color online) The result of applying the proposedthrod for (a) sudden illumination
changes experiment, (b) Ghost appearance experiment¢aNarg-stationary background.
(Color online) A comparison among the results of treppsed method and two commonly
used baseline methods MOG and CB methods using: (a&idradeo, (b) Fountain video
(i2r dataset), (c) Sea surface video (i2r dataset), (d) Bestideo (keck gesture dataset),
and (e) Intelligent room video (shadow detection dataset).
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Fig.15 A comparison between four background subtractiothaus using (a) TPR and (b) FPR
for the Wallflower dataset.

Fig.16 (Color online) Silhouette detection of the proposeethod the proposed method for the
wallflower dataset.
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Fig. 2
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Intensity value for one RGB channel
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Fig. 12
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