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Background model updating is a vital process for any baakgucsubtraction technique. This paper presents
an updating mechanism that can be applietiently to any background subtraction technique. This tipda
mechanism exploits the color and spatial features to cteniae each detected object. Spatial and color features
are used to classify each detected object as a moving baakgdjabject, a ghost, or a real moving object. The
starting position of each detected object is the cue for tipgldbackground images. In addition, this paper
presents a hybrid scheme to detect and remove cast shadegdsdratexture and color features. The robustness
of the proposed method and it§extiveness in overcoming challenging problems such asugtashd sudden
illumination changes, ghost appearance, non-statioreaiground objects, the stability of moving objects most

of the time, and cast shadows are verified quantitativelycuraditatively.
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1. Introduction

Moving object detection is a low-level and basic task in mapplications such as tifec moni-
toring, surveillance, patient monitoring, and so fortheTdoal of this task is to separate pixels that
represent moving objects from those corresponding toostaty background objects. Various ap-
proaches to modeling this problem can be found in the lileeasuch as techniques based on optical

flow,) whose main drawbacks are its sensitivity to noise and thie tignputational time compared
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with other approache&;frame diferencing, which is fcient but may not be able to segment the
interior pixels of large uniformly colored moving objeésor background subtraction, which mod-
els the background and then subtracts sequence framesheobatkground model. The background
subtraction method is the easiest and mdé&ative method among the above methods for detecting
and segmenting moving objects. The critical step of baakgicsubtraction methods is how to build
and maintain the background model.

Background subtraction methods should solve two probléins.first problem is how to model
the real background of a video sequence as accurately aiblpos® that the shape of the moving
object can be detected accurately. The second problem istdvapdate the background model in
order to have dticient sensitivity to changes in the background scene suchoaing background
objects, sudden illumination changes, and physical ctainge¢he background. In the case that a
sudden change occurs in a scene, background pixels in thgdoof the change may be misclassified
as foreground pixels, which causes the appearangbasts A ghost is defined as a set of foreground
pixels that does not correspond to a real moving object.

To model the background, many methods have been developede Tmethods can be classified

into two classes: parametric and non-parametric. For patr&armethods, a set of parameters is mod
eled to represent the background (reference image)fftaund Grimsor® modeled the probability
density function of each pixel as a mixture of Gaussians (M@l used an online approximation to
update the model. Toyane al® applied a linear predictive filter for each pixel history siimate the
current background. The filter cieients are computed from the sample covariance values bf eac
pixel history. Haritaogliet al.”) proposed a real-time system (called WA4) for detecting amcking
multiple people in addition to monitoring their activiti@s an outdoor environment. Despite the ro-
bustness of W4 method in detecting foreground objects, Wthadecould not address completely
difficulties such as cast shadows, moving background objedsuatien changes. Jacquestlal. 8

improved W4 by applying the normalized cross-correlatiorioreground pixels to obtain candidate
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shadow pixels. A refinement process was then applied todumhprovement of the shadow segmen-
tation. Monnetet al. employed the Kalman filter to model a background with dynaiestures”

Non-parametric modeling methods model each pixel as a randariable in a feature space
with an associated probability density function. Elgametadl 1% built a non-parametric background
model by kernel density estimation. For each pixel, obskmtensity values are retained for estimat-
ing the underlying probability density function, and thiea probability of the new intensity values can
be calculated using the kernel function. One major issuentads to be addressed when using a ker-
nel density estimation technique is the choice of a suitkblael bandwidth (scale). The constructed
background model is robust and can handle situations whehabkground of the scene is cluttered
and not completely static. Tavakkait al1?) proposed adaptive kernel density estimation (AKDE) as
a baseline system that addresses the issue of scene degmndlkan, a statistical technique called
recursive modeling (RM) is used to overcome the weakneds&KIOE in modeling slow changes in
the background.

However, most background modeling techniques do not atplitandle changes suddenly occur-
ring to a background (for example, parked cars) after th&dracind modeling process. In addition,
these background modeling techniques cannot handle tihéepr@mf moving objects that remain sta-
tionary for most of the modeling time (for example, a slegpierson). Therefore, online updating of
the background model is a vital process. Background upglatimaintenance aims to adapt the back-
ground model to each change in the scene that is not modefiditx during the training period.

Changes that occur in the background can be classified as/foll
e A moving object appears in the scene and then stops to bedwornetsrm background.

e A stationary moving object is modeled as background and teaves the scene, causing the

appearance of a ghost.

e The movement or displacement of one or more of the objecssified as background such as

chairs or tree leaves.
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The background updating or maintenance methods can beagoni two categories. In the first
category, which is referred to as pixel-based updating ausththe pixel-updating strategies can be

summarized as follows:

(1) Allthe pixels are updated according to the new pixel gald-or example, MOG method replaces
the least probable distribution with the distribution o tew pixel values. However, this updating
mechanism has ficulty in dealing with a background that has rapid variatiengepetitive

motion such as tree leav&s.

(2) Updating pixels that are classified as background piaéir the background subtraction pro-
cesst? The problem with this mechanism is that pixels erroneousgsified as background
are used to update an incorrect pixel. In addition, this tipganechanism cannot overcome the

problem of ghost appearance as all the pixels of the ghostiasg/s classified as foreground.

The second category, which is referred to as pixel-andetdgjeased updating methods, includes
the updating of background pixels and background objecs dhe erroneously classified as fore-
ground. Haritaoglwet al. periodically updated the pixels classified as backgrourd tbmain un-
changed for an amount of time. In addition, an object-bagethiing method is used to update the
background model to adapt to physical changes in the bagkdrecene. If a pixel is continuously
classified as foreground for an amount of time, this pixelgak used to update the background
model. Despite the robustness of this method, it destrojecbimtegration, for example, if a pixel
that is classified as foreground is then classified as bagkdrerroneously, this pixel will not update
the background model. In addition, W4 method does not peogidolution to the problem of a non-
stationary background such as tree leaves. Hamad and Tatfmélproposed anfeéective updating
mechanism that combines the updating of pixels and obj€hts.mechanism exploits color and shape
features of each detected object to cope withidilties such as sudden illumination changes, ghost
appearance, and non-stationary background objects. §hebnsumption of CPU time and the poor

detection of shadows are considered the main drawbackgiofttechanism.
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In this paper, a fast andficient mechanism for updating or maintaining a backgroundehis
presented. This mechanism relies on extracting spatiatalwd features of the detected objects and
specifies their starting position of motion. The startingipon of motion is used as a cue to classify
each detected object as a moving background object, a git@steal moving object. In addition, this
paper presents a hybrid scheme for detecting and removaupshpixels. This scheme relies on the
texture and the color features of pixels. The proposed nddthapplied to a reference image learned
and extracted by W4 method to demonstrate the ability of tbpgsed method tofeciently update
a reference image constructed by any background subtnatetitinique. Figure 1 shows an overview
of the proposed method.

This paper is organized as follows: a brief description of Method is given ir§2. The learning
and pixel-based updating of the reference image are deskciii§3. The extraction of foreground
pixels is discussed i§4. The updating of the reference image and shadow suppnessiog spatial,
color, and texture features are outlinedh A quantitative and qualitative analysis is presentegbin

A conclusion is provided ig7.

2. Related Work

W4 method was first proposed by Haritaoghal. as a real-time system for detecting and tracking
multiple people and monitoring their activities in indoaeoutdoor environment8.Our concerns in
this work are the background modeling and foreground deteatodules. W4 detects moving objects
after learning the initial background model during thertiag period (20—40 s) and then updating the
model parameters. During the training phase, W4 methodhatteto separate the pixel history (the
intensities of a pixel in all frames of the training period}d stationary pixels and moving pixels.
The median and standard deviation of each pixel history aeel o construct the initial reference
model. The initial reference model is exploited to sepatadoreground moving pixels and stationary

pixels for each pixel history. Stationary pixels for eackgbihistory located ax are modeled by three

525



OPTICAL REVIEW Regular Paper

statistical values: the minimum(x), maximumn(x), and maximum interframe intensityftérence
between two consecutive frame&).

To adapt the initial background model to changes, W4 metised two diferent approaches that
are based on pixel and object updating. The pixel-basedteadipts to changes in the illumination.
The object-based update adapts to physical changes in¢thkgrband, for example, a parked car that
remains stationary for a long time and then moves. W4 metbadtoucts a change map to apply the

pixel-and-object-based updates. The change map conkiti®e main components:

o A detection support map (gSyhich stores each pixel that was detected as backgrourastN |

frames. Each time the pixel is classified as background, ited yalue ingSis incremented.

e A motion support map (m3y¥hich stores the number of times the pixel is classified eegfound.
The classification occurs by subtracting three consectri@raes. The pixel is classified as fore-
ground during the training period|ifij(x) — li_1(X) |> 20(X), wherel;(X) is the intensity of pixel
x at framei ando(X) is the standard deviation of the intensities at pixel lmcex in all frames in
the training period. If the pixel is classified as foregroutid corresponding pixel value mSis

incremented.

e A change history map (hSyhich represents the elapsed time in frames since theifastthe

pixel was classified as a moving pixel.

In the tracking module, W4 updates the parameters of thegbackhd model at pixek based on
the change map separately for all pixels that are classiiédraground i (x), nf(x), df(x)) and for

all pixels that are classified as backgrouma(), n°(x), d°(x)). The values rf(x), n¥(x), d“(x)) are
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the current background model parameters being used. Tlgtloand model is updated as follows:

[MP(X), n°(x), d°(x)] if (gS(X) > k= N)
(pixel— baseq
[M(X), n(x), d(X¥)] = [mf(x), nf(x),dT ()] if@S(X) <k NAMSX) <r=N) > 1)

(object— based

[mH(X), n¥(x), d*(X)] otherwise

wherek andr are typically 0.8 and 0.1, respectivelandr are very important parameters. From
eg. (1),k*N is the elapsed time in frames in which the pixel remains dladgsas background and
r*N is the elapsed time in frames in which the pixel remains dladsas foreground. Therefore, the
conditionmS(x) < r = N leads to the updating of all pixels in all frames. Thus, tlisdition should
be replaced bynS(x) > r = N.

Foreground pixels are then segmented from the backgroueddhn frame by calculating the dif-
ference between the current pixel intensity and the cooradipg pixel in the background model. The
difference is then thresholded by the paramdieiThe parameted, is the median of the largest in-
terframe absolute tfierenced(x) over the entire background model. The pixel locatxas classified

as background or foreground as follows:

0 if(I k(3 —m(x) [< T da) V(I (X)) —n(X) < T xdy)
f(x) = ; 2
1 otherwise
whereT was chosen to be 2 after running a series of experinfemtfter the segmentation of fore-

ground regions, three stages are employed: noise remoughhwlogical operations, and object de-

tection.

3. Learning and Updating Reference Images
Background modeling is the key to any background subtnad¢gchnique. The proposed method

mainly relies on two background models. The first model issticted and learned after a training
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period based on the idea of W4 method. The second model isdatagversion of the first model
after adapting the model to sudden changes in a scene. Thesat method exploits the spatial and
color information of the detected objects to update the mecoodel. Similarly to W4 method, the
proposed method obtains the first reference image even ifnmpabjects exist in the field of view
during the training period.

Unlike W4 method, the proposed method can handle RGB colag@&sequences. Working with
color information gives rich details that can be employedpdate the reference image and perform
shadow suppression, as will be illustratecg The first reference image is denoted in the following
context as RI(x), wherec represents one of the R, G, and B color channels. The trajpengd is
estimated to be 90-150 frames (equivalent to 3-5 s) and regepted byN frames. The median
A°(x) and standard deviation®(x) of the intensities at pixet in all frames in the training period are
computed. The proposed method explaitéx) ando°(x) to separate stationary pixels and foreground

pixels for each pixel history at location The stationary pixels for a pixel history locatedaire given

by

[17(9) = 2°(%) [< 2 o%(X), ®3)

wherel£(x) is the intensity of pixek over RGB channet at framei andi € {1, ..., N}.

The arrayS®(x) represents the stationary pixels for RGB charafelr the pixel history located at
x. The arrayS®(x) is modeled by four statistical values: the medigfx), standard deviationr$(x),
minimum mirg(x), and maximummax(x). The first reference modelR{(x) at pixel x over RGB
channek, is set tat§(x). The modeling parametesg(x), ming(x), andmaxX(x) are used to determine a
threshold for each pixedin order to classify pixek as foreground or background. Unlike W4 method,
the proposed method does not use the maximum interframesitytedifference parameter, which

consumes a considerable amount of memory and processiagRigure 2 shows a clear background
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image restored from a video that containffetient moving objects in the field of view during the

training period.

RI(¥) = A5(X). (4)

Any change occurring in the background leads to a changesibabkground statistics and conse-
guently in the background model. The proposed method cojtegradual changes in the background
by updating the modeling parametersS5{x). If the new intensity of the pixel located at(denoted
aslfen(X) is classified as background, the paramefé(g), o-5(x), ming(x), andmax(x) are updated

as follows:

1,109 = @ # 163 + (1 — @) % 47X, (5)
(081(0)% = 0 (1) — 2500) + (L= @) * (0¥(X)?, (6)
M, () = Min(lSe,(). Mirf(x)). ()

maf,,(X) = Max(|Seu. max (). ®)

whereA?(x), o(x), min(x), andmax(x) are theth update of the parametet¥(x), o-$(x), ming(x), and
max(x), respectively. For = 1, 27(x), o$(x), minf(x), andmax(x) are set to1g(x), og(x), ming(x),
andmax(x), respectively. The parameteiis empirically setto 0.1 in our experiments. We ran a series
of experiments to determine the optimal valuexofl he results show that settingto be greater than

0.1 leads to the appearance of distortion in the referenagém

4. Foreground Extraction

On the basis of the constructed reference image, the movijegtas detected and its silhouette
is extracted from the video sequence. Jacques dr. showed that the foreground extraction module

of W4 method may lead to a misclassification of backgrounelpirs foregroun8. Although the
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new pixel intensity may lie between the minimum and maximwatues, this pixel may be classified
as foreground. In addition, W4 method uses a global thresthoto classify pixels into background
and foreground. Owing to the varyingfects of noise and illumination on each pixel, a single global
threshold is not anfcient way to classify pixel$® Therefore, the proposed method uses a pixel-
based threshold that depends on pixel history parametettglapreviously. The thresholdh(x) at

pixel x relies on the minimum, maximum, and standard deviatio8%X) and is given by

Th (%) = (max(x) — ming(x)) + —— * (max(x) — ming(x)), 9)

s( X)
where—‘,— * (max(x) — ming(x)) is added to the range &°(x) to allow the detection step to be
adapted to camera noise and limited changes in the illumm#&such as turning on a desk lamp or a
car light). The weight-2— 20 is provided to handle the problem of small range$S&(x), which is the
case in modern cameras.

A common strategy that follows the construction of the refiee model is to subtract the new
frame from the reference image. The proposed method pesftiressubtraction process pixel by pixel

as follows:

distf(X) = llfen®) — RE(X)I, (10)

wherelj.(X) is the intensity of pixel locatiorx over RGB channet in the new frame. The value
dist{(x) is the distance between the new frame and the reference iatqupee! locationx over RGB
channel.

In order to classify pixek as background (represented by 0) or foreground (repreabdytel),
the proposed method thresholds the average valdést{x) over the R, G, and B channels using the

average value of h(x) over the channels. This classification is given by
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_ 0 if Averagé(dist(x)) < Averagé(T h(x))
silh(x) = , (12)
1 if Averagé(dist(x)) > Averagé(Thi(x))
where Averagé(dist{(x)) is the average value oflistj(x) over the RGB color channels,
Averagé(T hi(x)) is the average value dth{(x) over the RGB color channels, aod {R,G, B}.
After the classification of each pixel, each video frame fgesented by two values (i.e., 0 and
1). The proposed method applies a set of morphological Gpesato extract silhouettes. The pro-
posed method performs an opening operation followed by sirgiooperation to remove noise. The
closing operation is performed again to preserve the sdtieledges. Then, the silhouette edges are
extracted by computing thefterence between the frame and the eroded version of the fradita-
tion operation is followed to bridge the disconnected aofdise extracted silhouette contour. Finally,

morphological operations are used to fill the silhouettesg&pure 3 illustrates the application of the

morphological operations on the extracted foreground.

5. Proposed Reference Image Updating Using Spatial, Texture, and Color Information of De-

tected Objects

Hamad and Tsumura proposed a mechanism called OUM that mi¢he shape and color fea-
tures of each detected object to robustly update backgranddhreshold imagée$: ¥ OUM uses the
Euclidean distance to measure the similarity between titefes of each detected object in the current
frame and the features of all objects in the previous franme. dimilarity measure is then employed
to determine whether the object starts its motion insideutside the scene. Despite the robustness of
this mechanism, the considerable amount of time requirednsidered as a drawback of OUM, espe-
cially in crowded videos. The time consumption problem is thuthe computations of the Euclidean
distance between the features of detected objects anddaheds of all objects in previous frames.

Moreover, OUM does not handle the problem of local illumimatchanges (e.g., shadows).
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The proposed method modifies OUM to reduce the time consomgin addition, the proposed
method attempts to detect and remove shadows. For brevitly] &fter modification will be hereafter
referred to as MOUM (M stands for modified). MOUM relies on itiea that the starting position for
regular moving objects is outside the scene. If the detelgelt starts its motion inside the scene,
this is considered an irregular situation. Consequerttlg, dbject is analyzed and classified as a real
moving object, a ghost, or a moving background object. Afiter foreground extraction step, the
proposed method labels each detected object (a connedtetifeeeground pixels) ag (wheref e
{1,2,3,..W} andW is the number of objects in the whole video). For each labelgdct, spatial and
color features are extracted and stored in a datab&sén addition, MOUM stores the number of the
frame in which the detected object appears for the last timed@notes this parameterras

The object skeleton centroid, area, and bounding box arepigal features extracted by MOUM
to characterize each detected object shape in the binanefdobtained after the foreground extrac-
tion step). The centroid of an object is influenced by thedamount of motion of its extremiti€s.
Therefore, MOUM utilizes the object skeleton centroid, ethis not influenced by the motion of ex-
tremities. The parameters of the bounding box surroundiagletected object in the binary frame are
used to locate the detected object in the corresponding fralme.

Color moments are the features extracted from the detedtigdtan the color frame. The first
order (mean), second order (variance), and third ordenfsiss) color moments have been shown to
efficiently and &ectively represent the color distributions of imag®sThe three moments for each
RGB channel give a feature vector that includes nine elesn@hie computation of the color moments
was reported by Chordé) For simplification, the detected object in the binary frameénoted as
BOij, the corresponding object in the color frame is denoted:@# and the centroid of tthSOij
skeleton is denoted z3¢ (wherei represents the frame number gnd the object number in framig.
Figure 4 shows an example BDij andCOij.

For each new frame, each detected objB@f(in the binary frame and:Oij in the corresponding
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color frame) is characterized by spatial and color featams is given a labef. A feature vector
that includes the color moments and the area of each labbiedtas constructed and stored B
(this feature vector is denoted &3. The Euclidean distance between the feature vector of eash
detected object (which is denoted fas,) and f; is estimated. If the distance is less than a threshold
T1, the detected object is recognized as being fouridBnOtherwise, this object is considered a new

object, given a labef, and stored iDB.

5.1 Detecting ghosts and illumination changes

MOUM aims to cope with problems such as sudden illuminatioanges, ghost appearance, and
non-stationary background objects. Figure 5 shows exagbleuch problems. Owing to the repeated
occurrence of moving background objects (e.g., tree bes)abr the repeated switching of a light on
and df, MOUM applies the updates to a copy of the first reference iremld denotes the second ref-
erence model a5(x). The key factor of MOUM is to determine whether the deteatbfbct initiates
its motion inside the scene or it exists in the previous framdie Euclidean distanadist between

frewand the stored feature vectbyris given by

Wbs

dist(fews ) = > (frew— fo)2, (12)
=1

whereWpg is the number of the objects whose feature vectors are sioi28.

If dist(f.ew f7) is less than or equal td;, the detected object is concluded to have appeared
previously inDB and is assigned a lab&l The following step is to determine whether the ob,iB(“.}j
appeared in the previous frarié by computing the dierence between the current frame number and
n. If the difference is less than or equal toBIQIj appeared in the previous frarizd. If the difference
is greater than 1BO|j appeared before, then moved out of the scene, then reagp&aexefore, this
object starts its motion from inside the scene, which is ickmed an irregular situation.

If dist(f.ew fr) is more thanTy, we conclude that the objeaOij does not exist in the previous

frames and that it initiates its motion in framneConsequently, the motion status B)Olj andCOlj is
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analyzed by considering the following scenarios:

(&) Non-stationary background objects; MOUM specifies the location dtoij in the first refer-
ence imageR{(x). Eight neighbour blocks tGIOij, centred at the location dtoij, are generated in
R}(X), where each block has the same sizé?@. The color moment features are used to characterize
COij and the eight neighbour blocks generated in the referenagdénThe Euclidean distance is com-
puted between th@Oij moment features and the moment features of the eight naiglubacks. If the
distance is less than a threshdiglfor one or more of the neighbour blocks, th@@ij is considered
part of a non-stationary background (e.g., swaying treadtvas). In this case, the block that has the
closest match tﬁ:Oij in RI(X) repIacess:Oij in R5(X). The statistical parameters: minimum, maximum,
and standard deviation of the pixels at the block that haslteest match t«i:Oij replace those of
the pixels atCOIj in Th5(X). Figure 6 shows an example of background image updatingercase
of non-stationary background tree branches. In the casdhéee is no match between the moment
features o(:Oij and the moment features of the eight neighbour blocks, welede thaICOij is areal
moving object.

(b) Ghost appearance: The detected object obtained after the foreground extnactiep consists
of a set of connected pixels. In the case that the detecteaf pétels does not correspond to a real

moving object, it is defined as a ghost. A ghost may appeah#fdilowing reasons:

(1) The stability of a real moving object: a real moving objetay appear in a scene then stop to
become short-term background as shown in Fig. 7(b). Altamelg, a real moving object may
be modeled as a background object that remains stable farahtse training period and then

leaves the scene as illustrated in Fig. 5(a).
(2) Sudden physical changes in the background as shown $n %{ig) and 8(b).

MOUM detects a ghost in the case that the location of the tkxteabject skeleton centro'yﬂ
does not change fdrs (in experimentst is set to 0.5 s or equivalently 15 frames). Figures 7 and 8

show examples of ghost appearance as a result of the stadfibit real moving object and a sudden
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physical change in the background, respectively. Figuf@sand 8(a) show the reference imagjgx)
after the initial training period. The ghost is detected rgvio the stability of the detected object
skeleton centroid from framér, to frame fr¢ in Figs. 7(b) and 8(b). Framérg is the frame that
precedes the detection of the ghost. MOUM distinguisheswbecases shown in Figs. 7(b) and 8(b)
by extracting the area and color moment features for thetgimasobjects detected in franfeg. The
Euclidean distance is used to measure the distance betWwedgdture vector of the ghost and the
feature vector of every object in franfeo. If the distance is less than a thresh®l) we can conclude
that the ghost is a moving object that stops to become shrtdbackground as illustrated in Fig. 7(b).
Otherwise, the ghost is detected owing to a sudden phydieaige that occurs in the background as
shown in Fig. 8(b). MOUM adapts to the ghost appearance tallireg the learning reference image
module discussed earlier §3. The training period of the learning reference image medtarts from
frame fry shown in Figs. 7(b) and 8(b). The aim of the learning refeeentage module is to obtain
an updated background mod€j(x). As part of the learning reference image module, the statio
pixels of each pixel history (which are denot8&(x)) are determined. Four statistical valug$(x),
o$(x), ming(x), andmax(x), are calculated to model ea8fi(x) and adapt the statistical parameters to
the change occurring due to the ghost appearance. Figuear®{ 8(c) show the updated reference
modelR5(X) due to the ghost appearance.

(c) Sudden illumination changes: MOUM instantaneously adapts to sudden changes in the back-
ground illumination (such as switching a light on df)olf the area ofBOij is greater than 80% of
a scene, MOUM responds quickly and calls the reference imaagieling technique to updai(x)

and the modeling parameters.

5.2 Cast shadow detection and removal
MOUM exploits texture and color information to detect anthowe cast shadows. A cast shadow
is an area projected by an object that prevents the lightsduwm reaching this area. The parameters

that determine the shadow size and orientation are thargylkbnditions, camera position, reflective
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surfaces, and background textdf&A comprehensive survey with qualitative and quantitativene
parisons of most of the shadow detection methods in thelitez was presented by Prati al16)
Shadow detection approaches can be classified as propestgttand model-based approaches.
Property-based approaches do not require any prior infismabout the parameters thdtext the
shadow size and orientation. Property-based approachesrrespatial, spectral, and temporal fea-
tures such as geometry, brightness, or color to identifglalvad regions. In contrast, model-based
approaches require prior knowledge about the scene or thimghobjects. Model-based approaches
have shown less robustness than property-based approsbhesised in dferent scenes and illumi-
nation conditiong.”)

Spectral features are the most common features used td deéstows. Cucchiaret al. hypothe-
sized that shadows reduce the background brightness amdtsat while having a little #ect on the
hue properties in hue, saturation, and value (HSV) colocesBa Schreeset al.used YUV color space
instead of HSV color space to avoid the time consumptioniredwy the HSV color transforma-
tion.1® The segmentation of shadows from foreground objects refiehe observation that shadows
reduce the YUV pixel value linearly. Horprasettal. built a model in RGB color space to express the
variation of normalized luminance and distortions in chatigity.??) However, techniques based on
only chromaticity characteristics can lead to the misdi@ssion of shadow pixel$?)

MOUM employs both color and texture information to detecstcshadow regions. Texture is
employed generally to discriminate homogeneous foregt@amd shadow regions. Shadow regions
have two characteristics relating to the correspondindgdpacind regions: (1) Shadow-region pixel
intensities are less than the corresponding backgrowyidirepixel intensities, (2) Shadow regions
have similar texture to the corresponding background regi®n the basis of these characteristics,
MOUM employs the intensity ratio between the extracteddovand pixels and the corresponding
pixels in the reference image. In addition, MOUM divides dle¢ected objects into blocks and exploits

the entropy of such blocks as a texture feature to detecosheetjions.
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The intensity ratio measures how closely the current pitelrisity matches that predicted by the
background modeé?) The intensity ratios between the pixels@r@ij and the corresponding pixels in

reference imag®&;(x) are thresholded such that

c @ <ab
a; RZ(X) a2,

(13)
wherelf(x) represents the intensity of pixelover RGB channet at framei. The thresholds{ and
a5 are used to detect shadow pixels for each color chamnel

Entropy is a statistical measure of randomness that candzetascharacterize the texture of the
input image?? MOUM divides COij into nonoverlapping blocks of 5x5 pixels. If the blocks dd no

perfectly fitCOij, padding is added to the right and bottom border@@f. Entropy is used as a texture

feature to characterize each block as follows:
Zy
e == > PE(P) * log(pE(19)), (14)
i=1

whereef is the entropy of block over color channet, If is the intensity level in block b at RGB
channek, p(If) is the histogram of the intensity levels in bldelat each RGB channe| andz, is the
number of possible intensity levels in blobk

MOUM classifies pixek as a shadow pixel if the following two conditions are realize

(1) The intensity ratiq% lies between the threshold§ andas.

(2) The absolute dierence (which is denotemlsg’R(x)) betweeng(X) of block b that contains pixek

and the entropy of the corresponding block(x) that contains pixek is less than a threshold
B

The classification of pixet as a shadow pixel can be formulated as

shadow  i{a€lp(X) < B9 A (S < %(())(()) < ag)

SHX) = (15)

foreground otherwise
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Pixels classified as shadow pixels are altered from 1 to O @i mj. After eliminating the
shadow pixels, a set of morphological operations is apgbegmove noise and smooth the moving
object boundary. An opening operation followed by a clogipgration is utilized to remove any noise
resulting from the misclassification of shadow pixels. Hina closing operation is applied to the
moving object to smooth its boundary. Figure 9 shows an el@fop detecting and removing shad-
ows using MOUM. Figure 10 shows a comparison of the resultainéd using OUM and MOUM
methods. The comparison demonstrates thieiency of MOUM method to detect and remove shad-

ows.

5.3 Maodification of foreground extraction process

The foreground extraction process described@4nnvolves subtracting the new frame from the
reference imag®{(x) obtained after the training period. MOUM constructs updatersions oR{(x)
andTh(x). Therefore, the foreground extraction process should bdified to handle the new con-
structed imageBS(x) and T h(x).

MOUM subtracts the new frame from boj(x) andR5(X) and the result is stored tist{(x) and
distj(x), respectively. The average values of RGB channelslisi(x) anddist;(x) are thresholded
by the average values of RGB channels Td¥(x) and Th(x), respectively. Pixek is classified as
foreground if the average values fdist;(x) anddist;(x) over the R, G, and B channels are greater
than or equal to the average values Tdi(x) and Th(x) at pixelx over the R, G, and B channels.

This modification is given by

1 if(Averagé(dist;(x)) > Averagé(Th(x))) A

(Averagé(distj(x)) > Averagé(T h5(x)))
silh(x) = ) (16)

0 otherwise
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6. Experimental Results

Quantitative and qualitative evaluations of MOUM are pn¢ed in this section. The evaluation of
reference image learning and construction is beyond thgesobthis paper. Rather, we evaluate the
effectiveness of the MOUM method for overcoming the problemgraéiual and sudden illumination
changes, ghost appearance, non-stationary backgrouadigbgnd cast shadows. This work is con-
sidered as a modification of the work presented by Hamad amehist® with a different background
modeling process. Therefore, MOUM can be employed with ackground subtraction technique to
overcome the above problems. The results of MOUM are assesseg various datasets withfkdir-
ent situations and scenarios. The MOUM results are compaithdwo state-of-the-art background

subtraction methods: MOG and W4.

6.1 Datasets and parameters selection

Although MOUM relies on several parameters, a fixed valuenfost of the parameters is found
empirically to be suitable for a large number of studied g&léapproximately 150 videos were studied;
30 videos were employed in the training of the parameterd, 120 videos were used for testing the
parameters). Specifically, the number of frames utilizethtraining phase ranges frolh=60 to
N=150, which was found to be ficient to yield a clear reference image. The threshblds an
important parameter in our proposed method. To select theevat T, the ground truth of each
detected object in all frames of the training videos is getset. The true positive rate (TPR) is defined
as the ratio between the number of correctly classified foregd pixels and the actual number of
foreground pixels in the ground truth. TPR is computed fdifedént sequences withftérent values
of T4, T, andTs3 as illustrated in Fig. 11. As shown in Fig. 11(a), = 0.3 (for normalized feature
vectors) gives the highest TPR. Similarly, the TPR is usexttect the thresholdg, andTs, and it was
found thatT, = 0.2 andT3 = 0.3 give the highest TPR as shown in Figs. 11(b) and 11(c), ctispdy.
Figure 11 indicates that when the valuesTef T,, andT3 are greater than 0.5, TPR drops to be less

than 50%. In addition, TPR is employed to estimate the tluldstaS, o5, ands®. We ran experiments
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to estimater{, o5, andg® on video sequences found on the shadow detection déf%lséit.ag, andg®
are selected to be 0.2, 0.3, and 0.2, respectively.

We implemented the MOG method with three Gaussian compsr{&si3). The threshold used
to identify the matching component is defined as the standewidtion of the Gaussian components
scaled by 2.5. The threshold for identifying the componestsd to model the background is estimated
to be 0.25 and the learning rate is set to 0.007. We implerdght&2eW4 method with the parameters
specified in§2.

The comparison among MOG, W4, and MOUM is performed using r&etyaof outdoor and
indoor video sequences. These sequences h#lezdlit situations, parameters (frame length, frame
size, and so forth), and scene complexity. The sequencesimskis comparison are samples from
the following datasets: shadow detectiShKTH, 24 wallflower® i2r developed by Liyuaret al.2®
and vehicle stopping® The wallflower and i2r datasets are provided with grounchtioformation
(a manually segmented set of images that defines the foregjrand background regions clearly).
These two datasets are used to assess the three technidW®s0#V4, and MOUM qualitatively and

gquantitatively.

6.2 Qualitative analysis

Figure 12 illustrates thefkectiveness of MOUM in updating the reference image due tapipear-
ance of ghosts. The video sequence used in this experimantehicle stopping sequence provided
by the VISOR repositor§® The video consists of 2755 frames with frame size 320x25§urEi12(a)
shows the input frames at frame numbers 100, 677, 1100, &f@l AMe scene is a car parking lot
that remains stable until the cars within white and blackamegles reach the park starting from frame
number 660. Then, the car within the black rectangle remiaitise park until the end of the video,
while the car within the white rectangle remains stable fans time then leaves the park at frame
number 2050. As the two cars remain stable for more than Q15 rémes), this causes MOUM to

update the reference image due to the appearance of twesghdtslr the leaving of the car within the
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white rectangle, the ghost reappears in the location ofd@heithg car, which makes MOUM update
the reference image again. Figure 12(b) shows the referaragge obtained after 100 frames, the first
update of the reference image, and the second update ofénerree image. The output frames shown
in Fig. 12(c) result from the subtraction process betweerirthut frames shown in Fig. 12(a) and the
reference images shown in Fig. 12(b). THeeetiveness of MOUM in overcoming the problem of
moving object stability is thus shown in Fig. 12.

As OUM, MOG, and W4 sfier from the problem of shadow pixel misclassification, we parne
MOUM with the scheme proposed by Xt al.?”) Xu et al. proposed a scheme for shadow detection
using both color and texture cu&8.Their technique is based on the morphological reconstmiaif
shadow-removed regions based on the regions precedingdkes-removal process. They assumed
that object shapes are properly defined along most of thaiooeos after the initial detection. Figure
13 shows a comparison between the technique oédal.and MOUM. As shown in Figs. 13(a) and
13(b), MOUM gives better results than the technique ofeXal. for both outdoor and indoor videos.
Although the technique of Xat al. gave reasonable results for outdoor videos, it failed tectetast
shadows for indoor videos.

Figures 14 and 15 present the comparison results of the stweleed methods for two datasets:
the i2r dataset and wallflower dataset. The first column irs.Fig and 15 displays sample frames
of the datasets, the second column displays the ground fraries, and the results of MOG, W4,
and MOUM methods are depicted in the final three columns. Asvehn Figs. 14 and 15, MOUM
achieves better results than MOG and W4 for both indoor andoou scenes. The curtain, waving
tree, fountain, and escalator sequences show the abilMy3dJM to overcome the problem of moving
background objects by updating the reference image. MOUMdsgmore accurate results than MOG
and W4 in both light-switching sequences of the two dataBtsdataset and wallflower dataset)
owing to the sensitivity of the MOUM method to the area of tletedted object. The problem of the

foreground aperture sequence is that the human remairie $talihe entire period of the training
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phase. When this human moves afterwards, a ghost appedrs laication of the human, causing
the misclassification of background pixels as foregrounelpi MOUM detects the appearance of
the ghost owing to the stability of the detected object skeleentroid. Then, MOUM updates the
reference image immediately. The foreground aperturessegushown in Fig. 14 shows that W4 gives
the worst result among the three methods. One of the drawlmd®®OG method is the diculty it has

in modeling a moving object that remains stable for a whila ésckground (as shown in the water
surface sequence). MOUM overcomes this problem by detgttiereason for the ghost appearance.
In the case that the reason for the ghost appearance is til#ystaf a real moving object, MOUM
allows the application to decide to update the referencgénts removing the stable moving object
from the scene (as shown in Fig. 12) or keeping the stablemgaject in the scene (as shown in the
result for the water surface sequence in Fig. 15). In contifabe reason for the ghost appearance is

a physical change in the scene, MOUM must update the refeliemage immediately.

6.3 Quantitative analysis

The robustness of MOUM compared with MOG and W4 is quanti#ti measured through a
pixel-based metric based oecall, precision andF-measureRecallmeasures the number of correctly
classified foreground pixels as a percentage of the numbreground pixels in the ground truth.
Precisionmeasures the number of correctly classified foregroundgb® a percentage of the total

number of pixels classified as foregroufdmeasurds given by

F_o. recall = pl’eCI.SI.OI’l' (17)
recall + precision

F-measures computed for the i2r and wallflower datasets. The backgtaubtraction method
with the highest number of pixels correctly classified agdoound has the higheBtmeasure As
MOUM updates the reference image immediately to overcomews problems, the foreground ob-
jects detected by MOUM are accurately extracted. Figurehbdvs a comparison of thé-measure

among MOG, W4, and MOUM for the i2r and wallflower datasetssAswn in Fig. 16, MOUM has
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the highesF-measureFrom the qualitative and quantitative results, we can lkeatecthat MOUM has
a better performance than MOG and W4 for outdoor and indograments.

Table 1 shows a comparison of the average processing timedetMOUM and OUM for the
wallflower dataset. The experiments were executed on a Be$kC with a core i3 3.1 CPU and 4
GB RAM. As shown in Table 1, although OUM and MOUM have neaklg same results, MOUM is
much faster than OUM. In addition, MOUM is a robust methoddetecting and removing shadows

as shown in Fig. 10.

7. Conclusion

In this paper, we proposed a robust method for updating waaokg models and detecting cast
shadows. The proposed method called MOUM can be appliedytbarkground modeling technique.
The proposed method mainly relies on two background modaksfirst model is constructed and un-
dergoes learning during the training period based on the \#hod. The second model is an updated
version of the first model that adapts to scene changes. MOtitdas spatial and color features for
each detected object and stores these features in a datdb@tBv exploits the spatial and color
features and Euclidean distance to classify each new éetetject into moving background objects,
ghosts, and real moving objects. MOUM copes with problensh s gradual and sudden illumination
changes, ghost appearance, and non-stationary backgobjeats. A shadow detection and removal
scheme that is based on the color and texture features oéthetdd objects is also presented. Exper-
imental results showed théfieiency and fectiveness of the proposed method in outdoor and indoor
scenarios. A limitation of this method is its low performanghen a moving object has the same or
nearly the same color as the background (color heterogepeiblem). In future, we plan to build a

statistical model to estimate the thresholdsT,, andTs.
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Figure Captions

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Overview of the proposed method.

Reference image restoration using the proposed mhethpsample of an indoor video of a
human who stops walking for a while, (b) background imageored after training the first
100 frames.

lllustration of silhouette extraction steps: (a)gamal image, (b) separated foreground, (c)
removal of noise by opening operation followed by closingragion, (d) detected fore-
ground edge, (e) filling and dilating the silhouette of thenlam body.

(Color online) Extraction of a detected obj&ﬂ)lj and the corresponding object in the color
frameCOij: (a) input frame, (b) extracted foreground, (c) detectgdaibn the binary frame
(BOIj), (d) corresponding object in the color fran@CQij).

(Color online) Examples of background-modelingfidilties: (a) ghost appearance as a
result of a moving object stability during most of the traigiperiod, (b) ghost appearance
as a result of a sudden illumination change, (c) ghost appearas a result of a physical
background change.

(Color online) Example of updating the reference imaga non-stationary background
scenario: (a) first reference imagg(x) after training period, (b) second reference image
R5(x) after the updating by MOUM.

(Color online) Example of ghost appearance as a refshability of real moving object:
(a) reference modd®;(x) after the initial training period, (b) ghost appearingie binary
frames (rq to fry) as a result of the stability of the black vehicle in colomfies, wherefrg

is the frame that precedes the detection of the ghost, (@tagdeference mod&(x) due

to the ghost appearance.
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(Color online) Example of ghost appearance as a re$atsudden physical background
change: (a) reference mod&](x) after the initial training period, (b) ghost appearinglie t
binary frames {r1 to fry) as a result of the cabinet door opening in color frames, /hey

is the frame that precedes the detection of the ghost, (gteddeference mod&(x) due
to the ghost appearance.

(Color online) Example of detecting and removing siveglusing MOUM: (a) input frame,
(b) reference image, (c) detected shadow regions, (d) afelying shadow removal and
morphological operations.

A comparison of the results obtained using OUM and NMiDdethods on a video contains
multiple shadow regions: (a) input frame numbers 40, 140, 280, and 330, (b) output
frames obtained using OUM method, (c¢) output frames obthirstng MOUM method.
(Color online) True positive rate (TPR) forfldirent sequences andfférent values of
thresholdsT,, T2, andTs: (a) TPR for diferent ten sequences andfeient values ofr,
(b) TPR for diferent ten sequences andfeient values off,, (c) TPR for diterent ten
sequences andftierent values oT 3.

(Color online) Example of updating reference imageesal times as a result of the appear-
ance of ghosts: (a) input video frames at times 100, 677,,1d® 2050, (b) first reference
image obtained after 100 frames, first updated referencgeamand the second updsted
reference image, (c) output frames.

(Color online) Comparison between the results abthby Xuet al. method and the results
obtained by MOUM method on: (a) highway video (shadow d@adaiataset), (b) outdoor
walking person (KTH dataset), (c) indoor walking person tK@ataset), (d) intelligent
room (shadow detection dataset).

(Color online) Comparison between MOG, W4, and MOW¥hg i2r dataset.

(Color online) Comparison between MOG, W4, and MOW¥hg wallflower dataset.
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Fig. 16 F-measureomparison between three background subtraction mettsinig (a) i2r dataset,

(b) Wallflower dataset.
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Table 1. Processing time (ms) for OUM and MOUM methods forfleaver dataset.
Method | Bootstrap| Time of day | Light switch | For. Aperture| Waving tree| Camouflage
OUM 470 523 565 369 323 345
MOUM 353 283 313 198 189 208
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Fig. 4

3325



OPTICAL REVIEW Regular Paper

Input frame Background Image Foreground extracted

34/25



OPTICAL REVIEW Regular Paper

3525



OPTICAL REVIEW Regular Paper

Fig. 7
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Input frame Referenceimage Xuet al. MOUM
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